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1.1 Disclaimer ☁️

This book has been generated with Cyberaide Bookmanager.

Bookmanager is a tool to create a publication from a number of sources on the internet. It is especially useful to create customized books, lecture notes, or handouts. Content is best integrated in markdown format as it is very fast to produce the output.

Bookmanager has been developed based on our experience over the last 3 years with a more sophisticated approach. Bookmanager takes the lessons from this approach and distributes a tool that can easily be used by others.

The following shields provide some information about it. Feel free to click on them.

[image: Version] [image: License] [image: Python] [image: Format] [image: Status] [image: Travis]


1.1.1 Acknowledgment

If you use bookmanager to produce a document you must include the following acknowledgement.


“This document was produced with Cyberaide Bookmanager developed by Gregor von Laszewski available at https://pypi.python.org/pypi/cyberaide-bookmanager. It is in the responsibility of the user to make sure an author acknowledgement section is included in your document. Copyright verification of content included in a book is responsibility of the book editor.”



The bibtex entry is

@Misc{www-cyberaide-bookmanager,
  author =   {Gregor von Laszewski},
  title =    {{Cyberaide Book Manager}},
  howpublished = {pypi},
  month =    apr,
  year =     2019,
  url={https://pypi.org/project/cyberaide-bookmanager/}
}




1.1.2 Extensions

We are happy to discuss with you bugs, issues and ideas for enhancements. Please use the convenient github issues at


	https://github.com/cyberaide/bookmanager/issues



Please do not file with us issues that relate to an editors book. They will provide you with their own mechanism on how to correct their content.






2 CLOUD AI SERVICES


2.1 OVERVIEW


2.1.1 CLoud AI Services Overview ☁️
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2.1.2 Outline


2.1.2.1 Overview and Benefits of Cloud AI Services



2.1.2.2 Types of AI as a Service



2.1.2.3 Challenges to Cloud AI Adoption


	Technology integration and implementation

	Too many options. Challenging to balance cost, performance, workload management and data access

	Maintaining duplicate data, data quality

	Security, privacy, ethical questions

	Keeping legacy approaches when moving to cloud



Reference

https://www.disruptordaily.com/challenges-ai-cloud-computing/ …



2.1.2.4 How to Choose Cloud AI Services



2.1.2.5 Future of Cloud AI


	Growth of edge

	Multicloud

	Hyperautomation and autonomous things

	AI security challenges and opportunities

	War on AI talent



Reference

https://www.gartner.com/smarterwithgartner/gartner-top-10-strategic-technology-trends-for-2020/
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2.2.2 Google AI Services - AutoML ☁️
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2.2.2.1 What is Google AutoML?

Google AutoML is a suite of machine learning packages for developers with none to little knowledge of machine learning. It allows the user to easily upload data to Google’s cloud service, train the data, and make predictions with a simple click of a button at a very high speed. [1]



2.2.2.2 AutoML Products

There are quite a few products in AutoML with a few different graphic user interfaces. They are split into a few categories:


	Sight

	This allows for insights from images using either AutoML Vision or AutoML Video Intelligence




	Language

	This allows for insights from text or audio data using AutoML Natural Language or AutoML Translation




	Structured Data

	This allows for insights on your own custom structured data and datasets with AutoML Tables. A broader spectrum of capabilities based on the users needs.








2.2.2.3 Who Uses AutoML?

Google AutoML is open to the public and businesses to use to deploy their Machine Learning models to help them gain insights for their projects or business. It is not a free service and you have to pay to use it but Google does offer some free credit to get you started. One example Google uses is Disney, where they quote


“Cloud AutoML’s technology is helping us build vision models to annotate our products with Disney characters, product categories, and colors. These annotations are being integrated into our search engine to enhance the impact on Guest experience through more relevant search results, expedited discovery, and product recommendations on shopDisney” [1].





2.2.2.4 How to Use AutoML

While I think it will be easy to list out a step by step algorithm to how to get started with AutoML, I think it’s best to just share the videos Google Cloud Platform have already made.


	High Level Introduction to AutoML

	Step by Step Guide to Get Started with AutoML Vision - Part 1

	Step by Step Guide to Get Started with AutoML Vision - Part 2
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2.3 AWS
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2.3.2.1 Introduction

Human’s invented (and still inventing) many things to make human life easier. Some of the greatest inventions like wheels, airplanes, telephone completely changed the way we travel and communicate. Computers and the Internet belong to this elite category which has disrupted the way we interact, gossip, read, learn, entertain and even think.

We also are passionate to make machines more human. Due to lack of advanced technology this passion could not be realized till now. But now it is possible using AI, ML and cloud computing. AWS RoboMaker is one such service from Amazon.


2.3.2.1.1 Software vs Robot Applications

Unlike software development, robot applications development and testing are more complex as they involves hardware parts. Software can be easily tested on computers, but testing robot applications by deploying to robots is not always feasible because the cost of hardware and building a robot will be high. A sophisticated simulation is required to create 3D model and test the robot application before they can be deployed on to the robot for final testing in the real world.




2.3.2.2 AWS RoboMaker

AWS RoboMaker [2] service was introduced by Amazon in late 2018 to make robot application development and testing easier and cost-effective. This service provides a development environment to build robot applications, simulation to test the applications and deployment manager to deploy these applications on either a single robot or to a fleet of robots.


2.3.2.2.1 AWS RoboMaker Features

AWS RoboMaker provides the following features [3]


	Cloud extension for ROS

	Development environment

	Simulation

	Fleet management




2.3.2.2.1.1 Cloud Extension for ROS

ROS (Robot Operating System) was created at Stanford in 2007 as open source project. ROS provides software libraries to build robot applications and is widely used as default operating system in most of the modern-day robots. AWS RoboMaker provides the cloud extension for ROS to make it easier to integrate with other AWS services to delegate resource intensive tasks and freeing up robots to focus on main tasks.

Out of box services that are supported with this ROS extension are


	Computer vision with Amazon Kinesis [4] and Amazon Rekognition [5]

	Voice command with Amazon Lex and Amazon Polly [6]

	Monitoring and logging with Amazon CloudWatch [7]





2.3.2.2.1.2 Development Environment

One way to develop robot application is to setup a machine with all the required software. This will require to invest in high end machines as well as periodically keep maintaining the installed software.

AWS RoboMaker provides a development environment to build and edit robot application online. No software to installation or maintenance required. RoboMaker development environment provides a fully-featured editor and pre-configured ROS tools with AWS Cloud9. Many sample application are available for reference and to quick start the development.



2.3.2.2.1.3 Simulation

Testing the robot application in real-world with a complex and constantly changing environment will require a lot of investment in setting up such an environment as well as building the physical robot itself. AWS RoboMaker provides a full-featured simulation service using Gazebo to design 3D artificial models and movement of the robot within these simulated models. This service also provides many out-of-box 3D artificial models to get started right away.



2.3.2.2.1.4 Fleet Management

After developing the robot application and testing, applications will be required to be deployed to the physical robot. AWS RoboMaker Fleet management service can register your robots. Once registered applications can be deployed to the robots over the air using AWS IoT Greengrass [8] for both x86 and ARM based architectures.





2.3.2.3 Getting Started

To get started, an AWS account is required [9]. AWS account provides access to all AWS services including RoboMaker. In the chapter, we will demonstrate how to run a sample Hello World application using AWS RoboMaker.

🅾️ RoboMaker sample simulation run for default 1 hour, so terminate the job once done to avoid charges or free-tier allowance usage.


2.3.2.3.1 Hello World

To illustrate RoboMaker features, we will launch an out-of-box Hello World sample application [10].


	Login in to your AWS account.

	From Services menu, search RoboMaker and select the AWS RoboMaker from suggestions.

	From RoboMaker service page, click on “Try Sample Application” link.

	Under Sample Application Details, select the radio button for the application of your choice. In this chapter we will select Hello World.

	Expand the Default Settings section and adjust the setting according to your use case. For this demonstration we will leave the defaults.

	Carefully review the licensing information [11].

	Click on “Launch simulation job” to launch the simulation.

	AWS will provision and integrate with required services in order to run the sample simulation. You can monitor and manage using AWS RoboMaker console. After the sample application is created, you will be redirected to simulation job detail page.

	After the status of the simulation is changed to running, to launch and view the simulation, click on select Gazebo. This will launch the Gazebo client (gzclient) with the robot spinning clockwise in simulation environment.





2.3.2.3.2 Code Repository


2.3.2.3.2.1 Hello World github location

The Hello World sample application code is available on [github] (https://github.com/aws-robotics/aws-robomaker-sample-application-helloworld).





2.3.2.4 Pricing

Pricing of AWS RoboMaker depends majorly on the number of features used and other AWS services that are integrated with the robot application. As many services can be integrated, the pricing is bit complicated.


	Cloud extension for ROS are free under the Apache Software License 2.0 and is a permissible licence with limited reuse restriction. However, you will incur standard AWS charges when the robot application uses other AWS services (like Polly, Lex, Rekognition etc.) through the cloud extension.


	Development environment uses AWS Cloud 9 and charged at Standard AWS Cloud9 rates [12]. Cloud9 has no additional charges but only charges for compute and storage resources used to run and store the code respectively.


	Simulation will be charged only when the simulation is used. Amazon charges per SU (Simulation Unit). One SU is 1 CPU and 2 GB of memory and charges $0.40/SU/Hour. Depending upon the number of SUs used for your simulation, the cost will be computed. In addition to SU, EC2 standard rates also will be added to the cost based on the network traffic generated by the simulation.


	Fleet management uses Greengrass to deploy robot application OTA (over-the-air) and thus charges standard AWS Greengrass pricing [13]. In general AWS Greengrass costs $0.16/Device/Month.





2.3.2.4.1 Pricing Computation

We will demonstrate price computation of 2 Robots usage for 1 hour per day with no additional services.



2.3.2.4.2 Cloud Extension Cost

Cloud Extension will incur 0 cost as no additional services are used.



2.3.2.4.3 Development Environment Cost

Lets consider one person is developing the robot application and uses m4.large (8 GB) EC2 instance and 2 GB of storage completing the robot-application in 4 days. The cost can be computed as

Instance hours used: 8 hours/day * 4 days = 32 hours

EC2 price/hour for m4.large = $0.10

EC2 Total Charge = 32 * $0.10 = $3.2

EBS volume used: 2 GB = 2 * 1 = 2 **EBS is computed/month

Total EBS charges: 2 GB-month * $0.10/GB-month = $0.20

Total Cost of Cloud9 Dev Environment = $3.2 + $0.2 = $3.4



2.3.2.4.4 Simulation Cost

Lets consider that the developer uses 100 simulation hours with 2 SU. The cost can be computed as

Total SU-hours used: 100 hours * 2 SUs = 200 SU-hours

RoboMaker simulation price per SU per hour = $0.40

Total Simulation charges: 200 * $0.40 = $50



2.3.2.4.5 Fleet Management Cost

Lets consider that we use 2 active Robots to manage. The cost can be computed as

AWS Greengrass price per active device per month: $0.16

Total charges: 2 devices * $0.16/device = $0.32



2.3.2.4.6 Total Cost

Total Overall Cost for developing/testing/deploying and managing robot-application based on above assumptions will be

Total Cost = $3.4 + $50 + $0.32 = $53.72



2.3.2.4.7 Additional Costing Details

For more detailed pricing explanation that includes other AWS services with 50 robots see https://aws.amazon.com/robomaker/pricing/
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2.3.3.1 Introduction to Amazon Polly

Text-to-speech (TTS) can help create more useful and accessible content. Even few years back, in order to create voice blogs, there was a need for recording equipment and people had to spend hours recording and editing each narration. But with the development of artificial intelligence, text-to-speech benefits can be obtained by spending only a couple of minutes and a few pennies per blog once the text is ready. There are multiple such services offered by various companies including Google, Amazon etc. that are widely available for all to use. One such service is Amazon Polly offered by Amazon Web Services (AWS)???. AWS is a subsidiary unit of Amazon which provides cloud computing platforms and APIs to individuals, companies, and government organizations, on a metered pay-as-you-go basis. Amazon Polly is a services offered by AWS that turns text into lifelike speech. It enables adding voice to existing applications and also opens up an entirely new avenue for speech-enabled products geared towards mobile apps, cars, variety of devices and appliances. It offers both female and male lifelike voices in many languages???. There are multiple options for lifelike voices in multiple languages from which to choose. This opens up opportunities to distribute speech-enabled applications in many geographies. In addition to Standard TTS voices, Amazon Polly deliver advanced improvements in speech quality through Neural Text-to-Speech (NTTS) voices which is a new machine learning approach ???. Polly’s NTTS technology also supports a Newscaster reading style (tailored to news narration use cases) and a Conversational speaking style (ideal for two-way communication like telephony applications) that allows better match for the delivery style of the speaker to the application.



2.3.3.2 Text-to-Speech (TTS)

This service by AWS is very user friendly and independent???. Converting text to an audio stream using this service is just a few clicks away by sending the text that need to be converted to the Amazon Polly API. The API returns the audio stream to your application immediately. This audio stream can be played directly or it can be stored in a standard audio file format, such as MP3. Amazon Polly supports audio formats such as MP3, Vorbis, and raw PCM audio stream formats. The bandwidth and audio quality can be optimized from various sampling rates that fits well for your application. It also supports Speech Synthesis Markup Language (SSML) tags like prosody. By using SSML, various aspects of speech such as pronunciation, volume, pitch, speech rate, etc. can be controlled. Based on the metadata included in the audio stream, when specific words or sentences in the text are being spoken to the user can be detected. This feature allows the API developer to synchronize graphical highlighting and animations, such as the lip movements of an avatar, with the synthesized speech. It also allows modifying the pronunciation of particular words, such as company names, acronyms, foreign words and neologisms, e.g. P!nk, ROTFL, C’est la vie (when spoken in a non-French voice) using custom lexicons.



2.3.3.3 Languages Supported

Amazon Polly offers both female and male lifelike voices in many languages. It also provides multiple options to choose from in certain languages. In Amazon Polly, you can select the voice of your choice and distribute your voice enabled applications in many countries. Amazon Polly offers high quality natural and human-like voices using Neural Text-to-Speech (NTTS) voices in addition to the Standard TTS voices. AWS supports 21 languages and 29 distinct language-region pairs. Most regions have one or two voices to select from, where as popular ones like United States English have several options.

Different languages and voice options offered by Amazon Polly




	Language
	Female
	Male





	Arabic
	Zeina
	



	Australian English
	Nicole
	Russell



	Brazilian Portuguese
	Vitória
	Ricardo



	
	Camila (Standard)
	



	
	Camila (Neural)
	



	Canadian French
	Chantal
	



	Danish
	Naja
	Mads



	Dutch
	Lotte
	Ruben



	French
	Léa
	Mathieu



	
	Céline
	



	German
	Vicki
	Hans



	
	Marlene
	



	Hindi
	Aditi
	



	Icelandic
	Dóra
	Karl



	Indian English
	Raveena
	



	
	Aditi
	



	Italian
	Carla
	Giorgio



	
	Bianca
	



	Japanese
	Mizuki
	Takumi



	Korean
	Seoyeon
	



	Mandarin Chinese
	Zhiyu
	



	Norwegian
	Liv
	



	Polish
	Ewa
	Jacek



	
	Maja
	Jan



	Portuguese - Iberic
	Inês
	Cristiano



	Romanian
	Carmen
	



	Russian
	Tatyana
	Maxim



	Spanish - Castilian
	Conchita
	Enrique



	
	Lucia
	



	Spanish - Mexican
	Mia
	



	Swedish
	Astrid
	



	Turkish
	Filiz
	



	UK English
	Amy (Standard)
	Brian (Standard)



	
	Amy (Neural)
	Brian (Neural)



	
	Emma (Standard)
	



	
	Emma (Neural)
	



	US English
	Joanna (Standard)
	Matthew (Standard)



	
	Joanna (Neural)
	Matthew (Neural)



	
	Salli (Standard)
	Justin (Standard)



	
	Salli (Neural)
	Justin (Neural)



	
	Kendra (Standard)
	Joey (Standard)



	
	Kendra (Neural)
	Joey (Neural)



	
	Kimberly (Standard)
	



	
	Kimberly (Neural)
	



	
	Ivy (Standard)
	



	
	Ivy (Neural)
	



	US Spanish
	Penélope
	Miguel



	
	Lupe (Standard)
	



	
	Lupe (Neural)
	



	Welsh
	Gwyneth
	



	Welsh English
	
	Geraint







2.3.3.4 Speech Marks

Speech marks or inverted commas are used to complement the synthesized speech that is generated from the input text. These are designed to show what the words actually spoken by a person or character are. The words spoken directly are marked by speech marks. Polly uses the synthesized speech audio stream together with metadata, to provide enhanced visual experience such as speech-synchronized animation or karaoke-style highlighting for customers to use in their applications. For this speech marks, as many as four types of metada can be requested in Amazon Polly???.


	sentence – Indicates a sentence element in the input text.

	word – Indicates a word element in the text.

	viseme – Describes the face and mouth movements corresponding to each phoneme being spoken.

	SSML – Describes an element from the SSML input text.



In Polly these Speech Marks are delivered in form of a JSON stream (a set of standalone JSON objects delimited with new lines) containing anywhere from one to all four of these elements given above. Some of the programming languages supported by Polly are included in the AWS SDK (Java, Node.js, .NET, PHP, Python, Ruby, Go, and C++) and AWS Mobile SDK (iOS/Android). Amazon Polly also supports an HTTP API to implement the user’s own access layer.

AWS Transcribe ??? which is a speech-to-text option in AWS, transcribes long audio sources like podcasts and interviews which will take a long time using normal means. This AWS service gives an exact opposite to what Amazon Polly offers. When you are listening to an interesting podcast or interview, you hardly listen to them several times. If you want to revisit a certain portions of the podcast/ interview, a transcript will be easy to reread and reference it. Thus AWS Transcribe provides that option to the customers.



2.3.3.5 Benefits

Using text-to-speech, the developers can give more life to their applications and the users can have a better experience when working on the applications as well. For example, such systems can be used in telephony solutions to Voice Interactive Voice Response systems. Amazon Polly like services are a boon to people with reading disabilities particularly in the E-learning and education sector. Polly can be used to help the blind and visually impaired people consume digital content (eBooks, news etc.). Using such systems, a visually impaired or people with leaning disorder (dyslexic) can benefit more from a narrated version of an article, while a deaf person could read a transcript of the podcast and become a member of the show. It can also be used in public transportation and industrial control announcement systems for notifications and emergency announcements. In addition to these, devices such as smartphones, set-top boxes, smart watches, tablets, and Internet-of-Things (IoT) devices, which can leverage such services for providing audio output. For developers, Amazon Polly can be combined with other AWS products such as Amazon Lex ???or Connect, to create full-blown Voice User Interfaces for their applications or to create self-service cloud-based contact center services.



2.3.3.6 Advantages of Amazon Polly

One of the primary reason for using Amazon Polly is that you can power your application with high-quality voice output. Its cost-effective service has very low response times, lack of restrictions on storage and reuse of audio stream and is virtually available for any type of applications. This AWS service is secure and provides all of these benefits at high scale and low latency. You can cache the audio stream and replay it on your APIs at no additional cost. As far as the cost is concerned, upon sign up, Polly lets you convert 5M characters for free per month during the first year. Amazon Polly’s low cost, pay-as-you-go pricing, and lack of restrictions on storage and reuse of audio stream make it a cost-effective way to enable voice applications everywhere.



2.3.3.7 Cloud services

Amazon Polly offers all these advantages in cloud-based platform which offers a significant improvement over an on-device one. In on-device, for example smart phones, tablets etc. applications require significant computing resources, notably CPU power, RAM, and disk space. This can result in higher development cost and higher power consumption. In contrast, if these text-to-speech transformations are carried out in the cloud, local resource requirements are dramatically reduced. This allows voices at the highest possible quality in multiple languages possible without any additional updates.



2.3.3.8 Getting started in Polly

Getting started with AWS is simple. Once an account in AWS is created, simply navigate to the Amazon Polly console (which is a part of the AWS Console) after login.

https://us-east-1.console.aws.amazon.com/polly/home/SynthesizeSpeech

This console can be used to transform the text to generate an audio file which can then be used or stored.

Figure ¿fig:Pollygetstarted? shows the Text-to-Speech console of Amazon Polly [image: Text-to-Speech console of Amazon Polly] {#fig:Pollygetstarted}

A detailed description of the regions in which the service is available is provide in the AWS Global Infrastructure Region Table.

https://aws.amazon.com/about-aws/global-infrastructure/regional-product-services/

In order to make sure, the availability of AWS resources and to avoid billing risk for new customers, there are default service limits including limitations on throttling, operations, and Speech Synthesis Markup Language (SSML) use. To circumvent these limitation, Polly can be combined with other AWS services, such as AWS Batch for efficient batch processing.

https://docs.aws.amazon.com/polly/latest/dg/limits.html

Amazon Poly uses a pay-as-you-go model. The monthly bill is for the number of characters of text that was processed. Standard voices are priced at $4.00 per 1 million characters for speech or Speech Marks requests (when outside the free tier). For Neural voices, the free tier includes 1 million characters per month for speech or Speech Marks requests, for the first 12 months, starting from your first request for speech. Amazon Polly’s Neural voices are priced at $16.00 per 1 million characters for speech or Speech Marks requested (when outside the free tier). A detailed Polly pricing is given in

https://aws.amazon.com/polly/pricing/

Amazon Polly also offers a brand voice choice as an option. This allows people or companies to develop their own brand of voice which can then be used for their application. To develop own brand, it is important to understand the goals to accurately scope a Brand Voice engagement. So in case you are interested in building a brand voice using Amazon Polly, need to contact AWS Account Manager or AWS directly.



2.3.3.9 References
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According to Amazon, SageMaker is a fully managed machine learning service. Using Amazon SageMaker, data scientists and developers can build and train machine learning models, and then directly deploy them into a production-ready hosted environment.

Amazon SageMaker claims to provide the following advantages:


	An integrated Jupyter authoring notebook instance for easy access to your data sources for exploration and analysis, so you do not have to manage servers

	Common machine learning algorithms that are optimized to run efficiently against extremely large data in a distributed environment

	Native support for bring-your-own-algorithms and frameworks, Amazon SageMaker offers flexible distributed training options that adjust to your specific workflows

	Deploy a model into a secure and scalable environment by launching it with a one click from the Amazon SageMaker console

	Training and hosting are billed by minutes of usage, with no minimum fees and no upfront commitments.




2.3.4.1 Machine Learning with Amazon SageMaker

To introduce SageMaker, we explain a typical machine learning workflow and summarize how you accomplish those tasks with Amazon SageMaker.

In general, machine learning is all about you teach a computer to make predictions or inferences. As a first step, you use an algorithm and example data to train a model. Then you integrate your model into your application to generate inferences in real-time and at scale. In a production environment, a model typically learns from millions of example data items and produces inferences in hundreds to less than 20 milliseconds.

The following
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Figure 1 illustrates the task of a typical example activity:

🅾️ this does not make sense, no connection

Generate example data—To train a model, you need example data. The type of data that you need depends on the business problem that you want the model to solve (the inferences that you want the model to generate). For example, suppose that you want to create a model to predict a number given an input image of a handwritten digit. To train such a model, you need example images of handwritten numbers.

Data scientists: often spend a lot of time exploring and preprocessing, or “wrangling,” example data before using it for model training. To preprocess data, you typically do the following:


	Fetch the data: You might have in-house example data repositories, or you might use datasets that are publicly available. Typically, you pull the dataset or datasets into a single repository.


	Clean: the data—To improve model training, inspect the data and clean it up as needed. For example, if your data has a country name attribute with values United States and US, you might want to edit the data to be consistent.


	Prepare or transform: the data—To improve performance, you might perform additional data transformations. For example, you might choose to combine attributes. If your model predicts the conditions that require de-icing an aircraft instead of using temperature and humidity attributes separately, you might combine those attributes into a new attribute to get a better model.




In Amazon SageMaker, you preprocess example data in a Jupyter notebook on your notebook instance. You use your notebook to fetch your dataset, explore it, and prepare it for model training.

Train a model—Model training includes both training and evaluating the model, as follows:


	Training the model: To train a model, you need an algorithm. The algorithm you choose depends on a number of factors. For a quick, out-of-the-box solution, you might be able to use one of the algorithms that Amazon SageMaker provides.



You also need compute resources for training. Depending on the size of your training dataset and how quickly you need the results, you can use resources ranging from a single, small general-purpose instance to a distributed cluster of GPU instances. For more information, refer the sub-section Train a Model with Amazon SageMaker.

Evaluating the model—After you’ve trained your model, you evaluate it to determine whether the accuracy of the inferences is acceptable. In Amazon SageMaker, you use either the AWS SDK for Python (Boto) or the high-level Python library that Amazon SageMaker provides to send requests to the model for inferences.

You use a Jupyter notebook in your Amazon SageMaker notebook instance to train and evaluate your model.


	Deploy the model: You traditionally re-engineer a model before you integrate it with your application and deploy it. With Amazon SageMaker hosting services, you can deploy your model independently, decoupling it from your application code. For more information, see Deploy a Model on Amazon SageMaker Hosting Services.



Machine learning is a continuous cycle. After deploying a model, you monitor the inferences, then collect “ground truth,” and evaluate the model to identify drift. You then increase the accuracy of your inferences by updating your training data to include the newly collected ground truth, by retraining the model with the new dataset. As more and more example data becomes available, you continue retraining your model to increase accuracy.



2.3.4.2 Get Start with SageMaker

In this section, we will explain how you create your first Amazon SageMaker notebook instance, and train a model. You train the model using an algorithm provided by Amazon SageMaker, deploy it, and validate it by sending inference requests to the model’s endpoint.

You use this notebook instance for all kind of machine learning models that are available as part of AWS SageMaker notebook instance or customer machine learning libraries.


2.3.4.2.1 Train a Model with Amazon SageMaker

To train a model in Amazon SageMakar, you can Download the MNIST dataset to your Amazon SageMaker notebook instance, then review the data and preprocess it. For efficient training, you convert the dataset from the numpy.array format to the RecordIO protobuf format. A numpy.array is an n-dimensional array object that the NumPy scientific computing library uses. RecordIO protobuf is a binary data format that the Amazon SageMaker K-Means algorithm expects as input.


	Start an Amazon SageMaker training job.


	Deploy the model in Amazon SageMaker.


	Validate the model by sending inference requests to the model’s endpoint. You send images of handwritten, single-digit numbers. The model returns the number of the cluster (0 through 9) that the images belong to.




Important to note that, for model training, deployment, and validation, you can use either of the following:


	The high-level Python library provided by Amazon SageMaker


	The AWS SDK for Python (Boto)




The high-level library abstracts several implementation details and is easy to use. This exercise provides separate code examples using both libraries. If you’re a first-time Amazon SageMaker user, we recommend that you use the high-level Python library.

Basically, there are two ways to practice this exercise:

Follow the steps to create, deploy, and validate the model. You create a Jupyter notebook in your Amazon SageMaker notebook instance, and copy code, paste it into the notebook, and run it.

If you’re familiar with using sample notebooks, open and run the following example notebooks that Amazon SageMaker provides in the SageMaker Python SDK section of the SageMaker Examples tab of your notebook instance:


	kmeans_mnist.ipynb

	kmeans_mnist_lowlevel.ipynb





2.3.4.2.2 Create a Jupyter Notebook and Initialize Variables

Now, create a Jupyter notebook in your Amazon SageMaker notebook instance and initialize variables.

To create a Jupyter notebook, sign in to the Amazon SageMaker console at https://console.aws.amazon.com/sagemaker/.

Open the notebook instance, by choosing Open next to its name. The Jupyter notebook server page appears:
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	To create a notebook, in the Files tab, choose New, and conda_python3. This pre-installed environment includes the default Anaconda installation, and Python 3.


	In the Jupyter notebook, under File, choose Save as, and name the notebook.




Copy the following Python code and paste it into your notebook. Add the name of the S3 bucket that you created in Set Up Amazon SageMaker, and run the code. The get_execution_role function retrieves the IAM role you created when you created your notebook instance.

from sagemaker import get_execution_role
role = get_execution_role()
bucket = 'bucket-name' # Use the name of your s3 bucket here




2.3.4.2.3 Download, Explore, and Transform the Training Data

Now download the MNIST dataset to your notebook instance. Then review the data, transform it and upload it to your S3 bucket.

You transform the data by changing its format from numpy array to RecordIO. The RecordIO format is more efficient for the algorithms provided by Amazon SageMaker.


2.3.4.2.3.1 MNIST dataset

To download the MNIST dataset, copy and paste the following code into the notebook and run it:

%%time
import pickle, gzip, numpy, urllib.request, json

# Load the dataset
urllib.request.urlretrieve("http://deeplearning.net/data/mnist/mnist.pkl.gz", "mnist.pkl.gz")
with gzip.open('mnist.pkl.gz', 'rb') as f:
    train_set, valid_set, test_set = pickle.load(f, encoding='latin1')


The above code does the following:


	Downloads the MNIST dataset (mnist.pkl.gz) from the deeplearning.net Web site to your Amazon SageMaker notebook instance.


	Unzips the file and reads the following three datasets into the notebook’s memory:


	train_set—You use these images of handwritten numbers to train a model.


	valid_set—After you train the model, you validate it using the images in this dataset.


	test_set—You don’t use this dataset in this exercise.






2.3.4.2.3.2 Training Dataset

Typically, you explore training data to determine what you need to clean up and which transformations to apply to improve model training. For this exercise, you don’t need to clean up the MNIST dataset. Simply display one of the images in the train_set dataset.

%matplotlib inline
import matplotlib.pyplot as plt
plt.rcParams["figure.figsize"] = (2,10)


def show_digit(img, caption='', subplot=None):
    if subplot == None:
        _, (subplot) = plt.subplots(1,1)
    imgr = img.reshape((28,28))
    subplot.axis('off')
    subplot.imshow(imgr, cmap='gray')
    plt.title(caption)

show_digit(train_set[0][30], 'This is a {}'.format(train_set[1][30]))


The code uses the matplotlib library to get and display the 31st image from the training dataset.






2.3.5 Amazon SageMaker Examples

This repository contains example notebooks that show how to apply machine learning and deep learning in Amazon SageMaker


2.3.5.1 Examples


2.3.5.1.1 Introduction to Ground Truth Labeling Jobs

These examples provide quick walkthroughs to get you up and running with the labeling job workflow for Amazon SageMaker Ground Truth.


	From Unlabeled Data to a Deployed Machine Learning Model: A SageMaker Ground Truth Demonstration for Image Classification is an end-to-end example that starts with an unlabeled dataset, labels it using the Ground Truth API, analyzes the results, trains an image classification neural net using the annotated dataset, and finally uses the trained model to perform batch and online inference.

	Ground Truth Object Detection Tutorial is a similar end-to-end example but for an object detection task.

	Basic Data Analysis of an Image Classification Output Manifest presents charts to visualize the number of annotations for each class, differentiating between human annotations and automatic labels (if your job used auto-labeling). It also displays sample images in each class, and creates a pdf which concisely displays the full results.

	Training a Machine Learning Model Using an Output Manifest introduces the concept of an “augmented manifest” and demonstrates that the output file of a labeling job can be immediately used as the input file to train a SageMaker machine learning model.





2.3.5.1.2 Introduction to Applying Machine Learning

These examples provide a gentle introduction to machine learning concepts as they are applied in practical use cases across a variety of sectors.


	Targeted Direct Marketing predicts potential customers that are most likely to convert based on customer and aggregate level metrics, using Amazon SageMaker’s implementation of XGBoost.

	Predicting Customer Churn uses customer interaction and service usage data to find those most likely to churn, and then walks through the cost/benefit trade-offs of providing retention incentives. This uses Amazon SageMaker’s implementation of XGBoost to create a highly predictive model.

	Time-series Forecasting generates a forecast for topline product demand using Amazon SageMaker’s Linear Learner algorithm.

	Cancer Prediction predicts Breast Cancer based on features derived from images, using SageMaker’s Linear Learner.

	Ensembling predicts income using two Amazon SageMaker models to show the advantages in ensembling.

	Video Game Sales develops a binary prediction model for the success of video games based on review scores.

	MXNet Gluon Recommender System uses neural network embeddings for non-linear matrix factorization to predict user movie ratings on Amazon digital reviews.

	Fair Linear Learner is an example of an effective way to create fair linear models with respect to sensitive features.

	Population Segmentation of US Census Data using PCA and Kmeans analyzes US census data and reduces dimensionality using PCA then clusters US counties using KMeans to identify segments of similar counties.





2.3.5.1.3 SageMaker Automatic Model Tuning

These examples introduce SageMaker’s hyperparameter tuning functionality, which helps deliver the best possible predictions by running a large number of training jobs to determine which hyperparameter values are the most impactful.


	XGBoost Tuning shows how to use SageMaker hyperparameter tuning to improve your model fits for the Targeted Direct Marketing task.

	TensorFlow Tuning shows how to use SageMaker hyperparameter tuning with the pre-built TensorFlow container and MNIST dataset.

	MXNet Tuning shows how to use SageMaker hyperparameter tuning with the pre-built MXNet container and MNIST dataset.

	Keras BYO Tuning shows how to use SageMaker hyperparameter tuning with a custom container running a Keras convolutional network on CIFAR-10 data.

	R BYO Tuning shows how to use SageMaker hyperparameter tuning with the custom container from the Bring Your Own R Algorithm example.

	Analyzing Results is a shared notebook that can be used after each of the above notebooks to provide analysis on how training jobs with different hyperparameters performed.





2.3.5.1.4 Introduction to Amazon Algorithms

These examples provide quick walkthroughs to get you up and running with Amazon SageMaker’s custom-developed algorithms. Most of these algorithms can train on distributed hardware, scale incredibly well, and are faster and cheaper than popular alternatives.


	k-means is our introductory example for Amazon SageMaker. It walks through the process of clustering MNIST images of handwritten digits using Amazon SageMaker k-means.

	Factorization Machines showcases Amazon SageMaker’s implementation of the algorithm to predict whether a handwritten digit from the MNIST dataset is a 0 or not using a binary classifier.

	Latent Dirichlet Allocation (LDA) introduces topic modeling using Amazon SageMaker Latent Dirichlet Allocation (LDA) on a synthetic dataset.

	Linear Learner predicts whether a handwritten digit from the MNIST dataset is a 0 or not using a binary classifier from Amazon SageMaker Linear Learner.

	Neural Topic Model (NTM) uses Amazon SageMaker Neural Topic Model (NTM) to uncover topics in documents from a synthetic data source, where topic distributions are known.

	Principal Components Analysis (PCA) uses Amazon SageMaker PCA to calculate eigendigits from MNIST.

	Seq2Seq uses the Amazon SageMaker Seq2Seq algorithm that’s built on top of Sockeye, which is a sequence-to-sequence framework for Neural Machine Translation based on MXNet. Seq2Seq implements state-of-the-art encoder-decoder architectures which can also be used for tasks like Abstractive Summarization in addition to Machine Translation. This notebook shows translation from English to German text.

	Image Classification includes full training and transfer learning examples of Amazon SageMaker’s Image Classification algorithm. This uses a ResNet deep convolutional neural network to classify images from the Caltech dataset.

	XGBoost for regression predicts the age of abalone (Abalone dataset) using regression from Amazon SageMaker’s implementation of XGBoost.

	XGBoost for multi-class classification uses Amazon SageMaker’s implementation of XGBoost to classify handwritten digits from the MNIST dataset as one of the ten digits using a multi-class classifier. Both single machine and distributed use-cases are presented.

	DeepAR for time series forecasting illustrates how to use the Amazon SageMaker DeepAR algorithm for time series forecasting on a synthetically generated data set.

	BlazingText Word2Vec generates Word2Vec embeddings from a cleaned text dump of Wikipedia articles using SageMaker’s fast and scalable BlazingText implementation.

	Object Detection illustrates how to train an object detector using the Amazon SageMaker Object Detection algorithm with different input formats (RecordIO and image). It uses the Pascal VOC dataset. A third notebook is provided to demonstrate the use of incremental training.

	Object detection for bird images demonstrates how to use the Amazon SageMaker Object Detection algorithm with a public dataset of Bird images.

	Object2Vec for movie recommendation demonstrates how Object2Vec can be used to model data consisting of pairs of singleton tokens using movie recommendation as a running example.

	Object2Vec for multi-label classification shows how ObjectToVec algorithm can train on data consisting of pairs of sequences and singleton tokens using the setting of genre prediction of movies based on their plot descriptions.

	Object2Vec for sentence similarity explains how to train Object2Vec using sequence pairs as input using sentence similarity analysis as the application.

	IP Insights for suspicious logins shows how to train IP Insights on a login events for a web server to identify suspicious login attempts.

	Semantic Segmentation shows how to train a semantic segmentation algorithm using the Amazon SageMaker Semantic Segmentation algorithm. It also demonstrates how to host the model and produce segmentation masks and probability of segmentation.





2.3.5.1.5 Amazon SageMaker RL

Next, we provide examples demonstrating different capabilities of Amazon SageMaker RL.


	Cartpole using Coach demonstrates the simplest usecase of Amazon SageMaker RL using Intel’s RL Coach.

	AWS DeepRacer demonstrates AWS DeepRacer trainig using RL Coach in the Gazebo environment.

	HVAC using EnergyPlus demonstrates the training of HVAC systems using the EnergyPlus environment.

	Knapsack Problem demonstrates how to solve the knapsack problem using a custom environment.

	Mountain Car Mountain car is a classic RL problem. This notebook explains how to solve this using the OpenAI Gym environment.

	Distributed Neural Network Compression This notebook explains how to compress ResNets using RL, using a custom environment and the RLLib toolkit.

	Turtlebot Tracker This notebook demonstrates object tracking using AWS Robomaker and RL Coach in the Gazebo environment.

	Portfolio Management This notebook uses a custom Gym environment to manage multiple financial investments.

	Autoscaling demonstrates how to adjust load depending on demand. This uses RL Coach and a custom environment.

	Roboschool is an open source physics simulator that is commonly used to train RL policies for robotic systems. This notebook demonstrates training a few agents using it.

	Stable Baselines In this notebook example, we will make the HalfCheetah agent learn to walk using the stable-baselines, which are a set of improved implementations of Reinforcement Learning (RL) algorithms based on OpenAI Baselines.

	Travelling Salesman is a classic NP hard problem, which this notebook solves with AWS SageMaker RL.





2.3.5.1.6 Scientific Details of Algorithms

These examples provide more thorough mathematical treatment on a select group of algorithms.


	Streaming Median sequentially introduces concepts used in streaming algorithms, which many SageMaker algorithms rely on to deliver speed and scalability.

	Latent Dirichlet Allocation (LDA) dives into Amazon SageMaker’s spectral decomposition approach to LDA.

	Linear Learner features shows how to use the class weights and loss functions features of the SageMaker Linear Learner algorithm to improve performance on a credit card fraud prediction task





2.3.5.1.7 Advanced Amazon SageMaker Functionality

These examples showcase unique functionality available in Amazon SageMaker. They cover a broad range of topics and utilize a variety of methods, but aim to provide the user with sufficient insight or inspiration to develop within Amazon SageMaker.


	Data Distribution Types showcases the difference between two methods for sending data from S3 to Amazon SageMaker Training instances. This has implications for scalability and accuracy of distributed training.

	Encrypting Your Data shows how to use Server Side KMS encrypted data with Amazon SageMaker training. The IAM role used for S3 access needs to have permission to encrypt and decrypt data with the KMS key.

	Using Parquet Data shows how to bring Parquet data sitting in S3 into an Amazon SageMaker Notebook and convert it into the recordIO-protobuf format that many SageMaker algorithms consume.

	Connecting to Redshift demonstrates how to copy data from Redshift to S3 and vice-versa without leaving Amazon SageMaker Notebooks.

	Bring Your Own XGBoost Model shows how to use Amazon SageMaker Algorithms containers to bring a pre-trained model to a real-time hosted endpoint without ever needing to think about REST APIs.

	Bring Your Own k-means Model shows how to take a model that’s been fit elsewhere and use Amazon SageMaker Algorithms containers to host it.

	Bring Your Own R Algorithm shows how to bring your own algorithm container to Amazon SageMaker using the R language.

	Installing the R Kernel shows how to install the R kernel into an Amazon SageMaker Notebook Instance.

	Bring Your Own scikit Algorithm provides a detailed walkthrough on how to package a scikit learn algorithm for training and production-ready hosting.

	Bring Your Own MXNet Model shows how to bring a model trained anywhere using MXNet into Amazon SageMaker.

	Bring Your Own TensorFlow Model shows how to bring a model trained anywhere using TensorFlow into Amazon SageMaker.

	Inference Pipeline with SparkML and XGBoost shows how to deploy an Inference Pipeline with SparkML for data pre-processing and XGBoost for training on the Abalone dataset. The pre-processing code is written once and used between training and inference.

	Inference Pipeline with SparkML and BlazingText shows how to deploy an Inference Pipeline with SparkML for data pre-processing and BlazingText for training on the DBPedia dataset. The pre-processing code is written once and used between training and inference.

	Experiment Management Capabilities with Search shows how to organize Training Jobs into projects, and track relationships between Models, Endpoints, and Training Jobs.

	Creating Algorithm and Model Package - Listing on AWS Marketplace provides a detailed walkthrough on how to package a scikit learn algorithm to create SageMaker Algorithm and SageMaker Model Package entities that can be used with the enhanced SageMaker Train/Transform/Hosting/Tuning APIs and listed on AWS Marketplace.

	Using Algorithm and Model Packages - From AWS Marketplace provides a detailed walkthrough on how to use Algorithm and Model Package entities with the enhanced SageMaker Train/Transform/Hosting/Tuning APIs by choosing a canonical product listed on AWS Marketplace.





2.3.5.1.8 Amazon SageMaker Pre-Built Framework Containers and the Python SDK


2.3.5.1.8.1 Pre-Built Deep Learning Framework Containers

These examples show you to write idiomatic TensorFlow or MXNet and then train or host in pre-built containers using SageMaker Python SDK.


	Chainer CIFAR-10 trains a VGG image classification network on CIFAR-10 using Chainer (both single machine and multi-machine versions are included)

	Chainer MNIST trains a basic neural network on MNIST using Chainer (shows how to use local mode)

	Chainer sentiment analysis trains a LSTM network with embeddings to predict text sentiment using Chainer

	IRIS with Scikit-learn trains a Scikit-learn classifier on IRIS data

	CIFAR-10 with MXNet Gluon trains a ResNet-34 image classification model using MXNet Gluon

	MNIST with MXNet Gluon trains a basic neural network on the MNIST handwritten digit dataset using MXNet Gluon

	MNIST with MXNet trains a basic neural network on the MNIST handwritten digit data using MXNet’s symbolic syntax

	Sentiment Analysis with MXNet Gluon trains a text classifier using embeddings with MXNet Gluon

	TensorFlow Neural Networks with Layers trains a basic neural network on the abalone dataset using TensorFlow layers

	TensorFlow Networks with Keras trains a basic neural network on the abalone dataset using TensorFlow and Keras

	Introduction to Estimators in TensorFlow trains a DNN classifier estimator on the Iris dataset using TensorFlow

	TensorFlow and TensorBoard trains a ResNet image classification model on CIFAR-10 using TensorFlow and showcases how to track results using TensorBoard

	Distributed TensorFlow trains a simple convolutional neural network on MNIST using TensorFlow





2.3.5.1.8.2 Pre-Built Machine Learning Framework Containers

These examples show you how to build Machine Learning models with frameworks like Apache Spark or Scikit-learn using SageMaker Python SDK.


	Inference with SparkML Serving shows how to build an ML model with Apache Spark using Amazon EMR on Abalone dataset and deploy in SageMaker with SageMaker SparkML Serving.

	Pipeline Inference with Scikit-learn and LinearLearner builds a ML pipeline using Scikit-learn preprocessing and LinearLearner algorithm in single endpoint






2.3.5.1.9 Using Amazon SageMaker with Apache Spark

These examples show how to use Amazon SageMaker for model training, hosting, and inference through Apache Spark using SageMaker Spark. SageMaker Spark allows you to interleave Spark Pipeline stages with Pipeline stages that interact with Amazon SageMaker.


	MNIST with SageMaker PySpark





2.3.5.1.10 Additional Resources

What do I need in order to get started?


	The quickest setup to run example notebooks includes:


	An AWS account

	Proper IAM User and Role setup

	An Amazon SageMaker Notebook Instance

	An S3 bucket






Will these examples work outside of Amazon SageMaker Notebook Instances?


	Although most examples utilize key Amazon SageMaker functionality like distributed, managed training or real-time hosted endpoints, these notebooks can be run outside of Amazon SageMaker Notebook Instances with minimal modification (updating IAM role definition and installing the necessary libraries).
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2.3.6.0.1 AWS Sagemaker Introduction

Amazon Sagemaker is a managed service that enables data scientist, and developers to develop, build, train and deploy machine learning models quickly with very minimal upfront investment in hardware. Being one of the popular AWS cloud managed service, this completely eliminates heavy lift tasks such as hardware provisioning and scaling to help developers to create high quality models by easily select all popular algorithm.

In general, the Machine learning, development process is complex and quite expensive process as there is no integrated tools for the entire ML workflow. This makes, developer and scientist to research and try many different tools and then stitch it together to create workflows and framework, which is most of the time very time consuming and also error-prone process. SageMaker solves all of these challenges by providing all the necessary components required for machine learning process in a single toolkit as a service so the production ready models are created faster with minimal effort and cost.
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2.3.6.1 AWS Sagemaker Groundtruth Introduction

Before we talk about AWS SageMaker Groundtruth, let us understand the differnce between supervwised and unsupervised mchine learning technique:



2.3.6.2 Supervised Learning

In Supervised learning technique, well “labeled” data will be used to train the model. Here, mechine learning algorithm learns from the existing labeled training data and helps developer to predict outcomes for unforeseen data.



2.3.6.3 UnSupervised Learning

In Unsupervised learning technique, develoepr will allow the model to work on its own to discover information. It mainly deals with the unlabelled data. Because of this, unsupervised learning algorithms allow developers to perform more complex processing tasks compared to supervised learning.
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2.3.6.4 Oky, what is the challange in using unsupervised learning?

Below are some of the major challages: 1. When exploring data using cluster, it is hard to define the number of cluster groups. 2. Unlike supervised learning; evaluating the metrics and results are very difficult as there is no baseline ground truth (labes) to cross verify.


2.3.6.4.0.1 What is Amazon SageMaker GroundTruth?

SageMaker GroundTruth is an AWS Managed service which helps the users to accurately label the given dataset in a very efficient and quicker way. There are many approaches that enterprise use to label the large data sets, like using their own workforce (employees) or one of the third party labeling service providers or using Amazon Mechanical Turk workforce (crowdsourced). Amazon SageMaker GroundTruth uses the most innovative algorithms to improve the accuracy of human labeling process. Over time, SageMaker GroundTruh model gets improved in a progressive way by learning continuously from the human created labels and further increase speed and efficiency of automatic labeling process.

Under the hood, SageMaker GroundTruth use the machine learning to automate the data labeling process. As a first step, the service selects some random samples from the given data set and send it to humans to get labeled. AAs a next step the results are used to further train the underlying machine learning labeling model which further attempts to label any given new raw datasets automatically. Also, the final lables are committed only when the model gets the confidence score, which meets or exceeds the highest threshold. If the confidence score goes below the threshold, the dataset samples will be sent it to human for re-labeling process to improve the accuracy. This cycle gets repeated with the every given sample raw data to the model becomes more capable to automatically label the raw data with very high accuracy and less intervention to human corrections and further labeling.

AWS Official FAQ


	https://aws.amazon.com/sagemaker/groundtruth/faqs/





2.3.6.4.0.2 Amazon SageMaker Ground Truth Features




2.3.6.5 1. Automated Data Labeling

At a high-level, the service uses the required machine learning algorithm to improve the accuracy and reduce the human intervention for review and labeling to automate the overall process.



2.3.6.6 2. Flexibility in how you work with labeling professionals

The service supports various options for manual labeling directly in the SageMaker Ground Truth Console. For an example; Using private workforce or AWS Mechanical Turk or AWS market place (verified) professionals.



2.3.6.7 3.Easy instructions for human labeling

GroundTruh service helps the user to follow industry standard and best practice guidance to label any given data set. For an example: Following visual instruction is one of the example to help user to attain the highest standard to label the objecgt.
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2.3.6.8 4.Use workflows to simplify labeling tasks

GroundTruth comes with built in workflows such as object detection, text classification, semantic segmentation, image classification that helps human labels to follow step by step instruction to produce high-accuracy.


2.3.6.8.0.1 Pricing

User only pay for each labeled object labeled automatically by SageMaker GroundTruth or human labeler. These objects can be the section of text or an image or an audio recording, etc.,. Or, If an user hire a vendor or AWS Mechanical Turk service to provide labels, they will pay an additional cost per labeled object.


	https://aws.amazon.com/sagemaker/groundtruth/pricing/
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2.3.7.1 Overview

Amazon Forecast is a fully managed service for time-series forecasting. AWS Forecast uses machine learning to combine time series data with additional variables to provide highly accurate forecasts. There is no infratructure to maintain or machine learning models to build, train, or deploy. User’s need to provide historical data and any additional data that may impact forecasts. Users only pay for what they use, and there is no minimum fees and no upfront commitments.

Amazon Forecast can be used to generate predictions on time-series data to predict Operational metrics, Business metrics, Resource requirements and product demands.



2.3.7.2 Features of AWS Forecast


	Amazon Forecast uses deep learning algorithms, such as DeepAR+ and traditional statistical methods for forecasting related time series data. Forecast works with any type of historical data and can combine affecting additional factors to produce more accurate forecasts than non machine learning tools or traditional tools.

	Provides set of pre-defined algorithms. No need to build, train, or deploy machine learning models, once data is provided, Forecast can load and inspect the data, select right algorithm , train a model, tune hyperparameter, model iteratively to provide accuracy metrics

	Provides visualized forecast for easy understanding and integrate with many existing tools.

	Tool generates probabilitic forecasts at different quantiles and for multiple backtest windows. User’s can choose according to buisness needs and model accuracy





2.3.7.3 Supported Domains


	RETAIL – Retail demand forecasting


	INVENTORY_PLANNING – Supply chain and inventory planning


	EC2 CAPACITY – Amazon Elastic Compute Cloud (Amazon EC2) capacity


	WORK_FORCE – Work force planning


	WEB_TRAFFIC – Estimating future web traffic


	METRICS – Business and Operational Metrics


	CUSTOM – All other types of time-series






2.3.7.4 Predefined Algorithms

Amazon Forecast provides the following predefined algorithms:


	Autoregressive Integrated Moving Average (ARIMA) Algorithm : arn:aws:forecast:::algorithm/ARIMA


	DeepAR+ Algorithm : arn:aws:forecast:::algorithm/Deep_AR_Plus


	Exponential Smoothing (ETS) : arn:aws:forecast:::algorithm/ETS


	Non-Parametric Time Series (NPTS) : arn:aws:forecast:::algorithm/NPTS


	Prophet Algorithm : arn:aws:forecast:::algorithm/Prophet


	Supports hyperparameter optimization (HPO)






2.3.7.5 How Amazon Forecast Works



For any Amazon Forecast project user’s work with


	Data Sets and Dataset Groups : A dataset is the historical data used to train a predictor and a dataset group is a collection of complimentary datasets having details on set of changing parameters over a period. A dataset group can have up to three datasets: target time series, related time series, and item metadata. The datasets in Amazon Forecast can be managed by Forecast APIs. Each attribute in the dataset should ideally represent either feature or a dimension. Dimensions are aspects of data which do not change much over a period and Features represent any parameters which vary across time. Additional auditing columns like Timestamp can be present if needed.


	Predictors – A predictor is a trained model which can make forecasts based on historical time-series data and can by created by using CreatePredictor operation. A prdictor is created using the dataset, a forecast horizon, evaluation parameters, featarization configuration and forcasting algorithms.


	[Forecasts] (https://docs.aws.amazon.com/forecast/latest/dg/howitworks-forecast.html) : A forecast can be created by using CreateForecast operation, queried by QueryForecast operation and extracted by CreateForecastExportJob operation. This operation creates forecast for every item in the dataset group that was used to train the predictor.






2.3.7.6 Steps:

Forecast uses Amazon S3 to store the target time-series data used to train predictors and that can generate forecasts So a permission to S3 bucket and an IAM role for Forecast need to be setup as a pre-requisite.


	Step 1 - Import Training Data

	Step 2 - Train a Predictor

	Step 3 - Create a Forecast

	Step 4 - Retrieve a Forecast





2.3.7.7 Forecast Service Limits

 {#fig:Create Dataset Limits}

 {#fig:Create Predictor Limits}

 {#fig:General Resource Limits}



2.3.7.8 Data Security :

User’s retain ownership of the data and only authorized employees from AWS have access to the data processed by Amazon Forecast. Data Security is a shared responsibility between AWS and Customer.


	Security of the cloud – AWS is responsible.


	Security in the cloud – Customer’s responsibility






2.3.7.9 Pricing :

Pay for what you use model with no minimum fees and upfront commitments. There are three different types of costs in Amazon Forecast:


	Generated forecasts: A forecast is a prediction of future values for a single time series over any time horizon. Forecasts are billed in units of 1,000 and are generated by default at three quantiles (10%, 50%, 90%).


	Data storage: Cost for each GB of data stored and used to train models by Amazon Forecast.


	Training Time: Cost for each hour of training required for a custom model based on data provided by customers.






2.3.7.10 Free Tier :

Generated forecasts: Up to 10K time series forecasts per month

Data storage: Up to 10GB per month

Training hours: Up to 10 hours per month



2.3.7.11 Alternative Products


	Qubole.


	ServiceNow Now Platform.


	scikit-learn.


	Microsoft Knowledge Exploration Service.


	Google Cloud AutoML.


	BigML.


	Microsoft Recommendations API.


	Machine-learning in Python.






2.3.7.12 References

https://aws.amazon.com/forecast/ https://aws.amazon.com/forecast/features/ https://docs.aws.amazon.com/forecast/latest/dg/howitworks-datasets-groups.html https://docs.aws.amazon.com/forecast/latest/dg/api-reference.html https://docs.aws.amazon.com/forecast/latest/dg/howitworks-predictor.html https://docs.aws.amazon.com/forecast/latest/dg/forecast.dg.pdf
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2.3.8.1 Amazon Rekognition overview

Amazon Rekognition is mainly used to include image and video analysis to your applications using highly scalable and deep learning technologies and you dont have to possess a machine learning expert to use it. With Amazon Rekognition, you can identify objects, people, text, scenes, and activities in images and videos, as well as detect any inappropriate content. Not only that - Amazon Rekognition also provides highly accurate facial analysis and facial search capabilities that you can use to detect, analyze, and compare faces for a wide variety of user verification, people counting, and public safety use cases.



2.3.8.2 Amazon Rekognition key features

we have variety of key features with Amazon Rekognition and let us discuss the topics in details.


	Labels

	Custom labels.

	Content moderation.

	Text detection

	Face detection and analysis.

	Celebrity recognition.

	Pathing.





2.3.8.3 Labels

Identifying objects (such as bike, telephone, building), and scenes (such as parking lot, beach, city) is easy using Amazon Rekognition. Also when analyzing video, you can identify specific activities such as “delivering a package” or “playing soccer”.



2.3.8.4 Custom labels

As stated by its name labels finding corporate logo in social media, identify your products on store shelves, classify your machine parts in an assembly line, or detect your animated characters in videos.With Amazon Rekognition Custom Labels, you can extend the detection capabilities of Amazon Rekognition to extract information from images that is uniquely helpful to your business.



2.3.8.5 Content moderation

Amazon Rekognition helps you identify potentially unsafe or inappropriate content across both image and video assets and provides you with detailed labels that allow you to accurately control what you want to allow based on your needs.



2.3.8.6 Text detection

This can be useful in many ways for exaomle in photos, text appears very differently than neat words on a printed page. Amazon Rekognition can read skewed and distorted text to capture information like store names, street signs, and text on product packaging.



2.3.8.7 Face detection and analysis

With Amazon Rekognition, you can easily detect when faces appear in images and videos and get attributes such as gender, age range, eyes open, glasses, facial hair for each. In video, you can also measure how these face attributes change over time, such as constructing a timeline of the emotions expressed by an actor.



2.3.8.8 Face search and verification

Although this face search an verification was in constant development with AWS recognition and by providing a fast and accurate face search, AWS recognition will allow you to identify a person in a photo or video using your private repository of face images. Not only that you can also verify identity by analyzing a face image against images you have stored for comparison.



2.3.8.9 Celebrity recognition

Its an interesting use case used on variuos way. You can quickly identify well known people in your video and image libraries to catalog footage and photos for marketing, advertising, and media industry use cases.



2.3.8.10 Pathing

You can capture the path of people in the scene when using Amazon Rekognition with video files. For example, you can use the movement of athletes during a game to identify plays for post-game analysis.



2.3.8.11 We know about AWS recognition but what is Rekognition Image & Video?

Rekognition Video is a video recognition service that detects activities; understands the movement of people in frame; and recognizes objects, celebrities, and inappropriate content in videos stored in Amazon S3 and live video streams from Acuity. Rekognition Video detects persons and tracks them through the video even when their faces are not visible, or as the whole person might go in and out of the scene. For example, this could be used in an application that sends a real-time notification when someone delivers a package to your door. Rekognition Video allows you also to index metadata like objects, activities, scene, celebrities, and faces that make video search easy.

Rekognition Image uses deep neural network models to detect and label thousands of objects and scenes in your images, and we are continually adding new labels and facial recognition features to the service. With Rekognition Image, you only pay for the images you analyze and the face metadata you store.


2.3.8.11.0.1 How many images are needed to train a custom model?

we need to have variability of the custom labels and number of images required to train a custom model to predict and the quality of the training data. If you already have a high number of labeled images, we recommend training a model with as many images as you have available. Please refer to the documentation for limits on maximum training dataset size.For example, a distinct logo overlaid on an image can be detected with 1-2 training images, while a more subtle logo required to be detected under many variations (scale, viewpoint, deformations) may need in the order of tens to hundreds of training examples with high quality annotations. .

You can always start with fewer images. For example - Although hundreds of images may sometimes be required to train a custom model with high accuracy, with Custom Labels you can first train a model with tens of images per label, review your test results to understand where it does not work, and accordingly add new training images and train again to iteratively improve your model.



2.3.8.11.0.2 Different Facial Rekognition methods




2.3.8.12 1. What is Facial Analysis?

Facial analysis is the process of detecting a face within an image and extracting relevant face attributes from it. Amazon Rekognition Image takes returns the bounding box for each face detected in an image along with attributes such as gender, presence of sunglasses, and face landmark points. Rekognition Video will return the faces detected in a video with timestamps and, for each detected face, the position and a bounding box along with face landmark points.



2.3.8.13 2. What is Face Comparison?

Face Comparison is the process of comparing one face to one or more faces to measure similarity. Using the CompareFaces API, Amazon Rekognition Image lets you measure the likelihood that faces in two images are of the same person. The API compares a face in the source input image with each face detected in the target input image and returns a similarity score for each comparison. You also get a bounding box and confidence score for each face detected. You can use face comparison to verify a person’s identity against their personnel photo on file in near real-time.



2.3.8.14 3.What is Facial Recognition?

Facial recognition is the process of identifying or verifying a person’s identity by searching for their face in a collection of faces. Using facial recognition, you can easily build applications such as multi-factor authentication for bank payments, automated building entry for employees, and more.


2.3.8.14.0.1 Exciting Use cases




2.3.8.15 Identify products, landmarks and brands

App developers can use Amazon Rekognition Custom Labels to identify specific items in social media and photo apps. For example, you could train a custom model to identify famous landmarks in a city to provide tourists with information about its history, operating hours, and ticket prices by simply taking a photo.



2.3.8.16 Analyze shopper patterns

With Amazon Rekognition, you can analyze shopper behavior and density in your retail store by studying the path that each person follows. Using face analysis, you can also understand the average age ranges, gender distribution and emotions expressed by the people, without identifying them.





2.4 AZURE


2.4.1 AI Services on Azure ☁️


	sp20-516-243 David Drummond



Azure is the Microsoft cloud computing platform. Azure operates through a multiplicity of data centers in order the the information processing to occur in closer physical proximity to end users. Azure initially lauched in 2010 and the public deployment of its Machine learning arm occured in 2014. The following overview of the AI services on Azure encompasses only the applications that Azure has listed as “AI.”

Azure AI is a set of AI services built on Microsoft’s research and innovation in vision, speech, language processing, and custom machine learning [sp20-516-238-azure-bot-service-overview].

Azure AI helps organizations:


	Develop machine learning models that can help with scenarios such as demand forecasting, recommendations, or fraud detection using Azure Machine Learning.

	Incorporate vision, speech, and language understanding capabilities into AI applications and bots, with Azure Cognitive Services and Azure Bot Service.

	Build knowledge-mining solutions to make better use of untapped information in their content and documents using Azure Search.




2.4.1.1 Azure Cognitive Services

Cognitive services is a service from Azure that is intended for devolpers with little ML understanding of experience [14] . It provides out of the box tools including :









	Service
	Description





	Anomoly Detector
	Allows decision makers to easily detect sudden changes in data patterns.



	Content Moderator
	Detectss potentially illicit or offensive content in user content.



	Personalizer
	Uses reinforcement learning to tailor end-user expereince.



	Immersive Reader
	A reading assist tool for those with lower reading ability levels.



	Language Understanding
	A natural language processor for edge computing and IoT.



	QnA Maker
	A conversational bot designed as an overlay for knowledge libraries.



	Text Analytics
	A language processor to extract sentiment and key phrases from text inputs.



	Translator Text
	Translation algorithm for 60 languages.



	Speech to Text
	Enables searchable and readable transcription services.



	Text to Speech
	Contains prebuilt neural Text to Speech engines as well as the ability to make personalized voice models.



	Speech Translation
	Gives real-time translation abilities to end users.



	Speaker Recognition
	Enables applications to recognize the voices of speakers in audio.



	Computer Vision
	Enables image recognition.



	Custom Vision
	Domain specific computer vision engine.



	Face
	Tool to compare facial images.



	Form Recognizer
	Extracts data from images of forms.



	Ink Recognizer
	Recognizes handwritting and converts it to text.



	Video Indexer
	Metadata analysis of videos.





2.4.1.1 Azure Machine Learning

Azure Machine Learning can be used for any kind of machine learning, from classical ml to deep learning, supervised, and unsupervised learning. From writing Python or R code or zero-code/ low-code options such as the designer, Azure Machine Learning Workspace can help build, train, and track highly accurate machine learning and deep-learning models [sp20-516-238-azure-machine-learning].

Azure Machine Learning provides rich set of tools required by developers and data scientists, which includes:


	The Azure Machine Learning designer (preview): drag-n-drop modules to build your experiments and then deploy pipelines.

	Jupyter notebooks: use our example notebooks or create your own notebooks to leverage our SDK for Python samples for your machine learning.

	R scripts or notebooks in which you use the SDK for R to write your own code, or use the R modules in the designer.

	Visual Studio Code extension

	Machine learning CLI

	Open-source frameworks such as PyTorch, TensorFlow, and scikit-learn and many more



[image: Open and Flexible Azure ML Platform [sp20-516-238-azure-ml-platform]]{#fig:azure-ml-platform-open&flexible}

2.4.1.1 Machine Learning Lab

Azure’s machine learning lab is a multifaceted machine learning container platform intended to give machine learning practitioners to create and deploy custom ML models. Azure focuses highly on MLOps- a play on DevOps for machine learning practitioners While machine learning focused containers are free on Azure, access to the Azure designed features of MLOps are corporate priced features and are inaccesible for student use [15].

2.4.1.1 Bot Services

Azure bot service provides the tools to create chat bots for enterprise solutions [16]. The SDK allows integration with the cognitive services to allow intelligent chat services. It is availble for a mulitude of platforms including Facebook, kik, Microsoft Teams, Slack, and WhatsApp.






2.4.2 Cognitive Services on Azure sp20-516-243 David Drummond ☁️


2.4.2.1 Introduction

Cognitive services on Azure provides AI technologies to those with little AI understanding. It is the umbrella service for all of the pretrained models in Azure’s library. These services provide valuable resources for those who need vanilla AI service applications without much custom tuning. With a broad spectrum of native and plugin application, it gives developers relevant tools to incorporate these services into their applications. [17]



2.4.2.2 Applications

As cognitive services is an umbrella service, there are different categories of developer tools within this service. This includes decision tools, language tools, speech tools, and vision tools. Not all tools are available in all regions. [18].


2.4.2.2.1 Decision

Decision tools enable stakeholders to automate data analysis for a variety of applications including anomaly detection, content moderation, and personalizing. This can provide service for both end-user and developer to scale businesses and automate menial work.


2.4.2.2.1.1 Anomaly Detector

Anomaly detector is a decision feature that provides automated detection of outstanding data patterns [19]. Specifically, this tool works to monitor any time-series data. This feature is in preview phase, therefore access is limited.

Azure suggests this tool can be applied to business metrics, IoT data stream, or any time timestamps are applied to data. The algorithm looks for seasonality, spikes, and dips in the data. [20] This tool has been used by Microsoft in their Microsoft 365 product management for several years and recently made the tool available to developers.

The anomaly service development kits are accessible through the Azure documentation [21].




	Account
	Price [22]





	Free- Web/Container
	20000 transactions free per month



	Standard - Web/Container
	$0.157 per 1,000 transactions







2.4.2.2.1.2 Content Moderator

Content moderator serves as a gatekeeper for content on user generated content. It will detect offensive content in text, videos, and images. Most, but not all servers have this feature installed. This feature is most often used with user generated content platforms. This tool scans uploaded images, texts, and videos and tags potentiallly objectionable content. This content can then be passed to a moderator for human review. The human review updates the model with his or her feedback [23].










	Account
	Transactions per Second (TPS)
	Features
	Price [24]





	Free
	1 TPS
	Moderate, Review
	N/A



	Standard
	10 TPS
	Moderate, Review
	0-1M transactions - $1 per 1,000 transactions



	
	
	
	1M-5M transactions - $0.75 per 1,000 transactions



	
	
	
	5M-10M transactions - $0.60 per 1,000 transactions



	
	
	
	10M+ transactions - $0.40 per 1,000 transactions







2.4.2.2.1.3 Personalizer

Personalizer is a ready to use, SDK for user recomendations on end user expereinces [cognitve-personalizer-overview-sp20-516-243]. This service has limited server rollout.

The algorithm works by the developer assigning user actions to a algorithmic reward system. If the computer correctly identifies the users action, it is rewarded, else it recieves not reward and adjusts the algorithm.[]









	Account
	Price [25]
	Storage





	Free
	50,000 transactions free /month
	10 GB



	Paid
	First 1M transactions $1 per 1000 transactions
	0 GB/1M transactions/month



	
	Next 9M transaction $0.35 per 1000 transactions
	



	
	Next 90M transaction $0.20 per 1000 transactions
	



	
	Above 100M transactions $0.05 per 1000 transactions
	








2.4.2.2.2 Language

The language application package aims to add natural language processing tools to developers in the form of API and SDK.


2.4.2.2.2.1 Immersive Reader

Immersive reader is a preview only service to add AI text to speech integration for accessibility services [26]. In preview, this feature is free and pricing out of preview is unavailable. The SDK packs for this projects are limited to Swift, node.js, and ASP.NET Core. The main features of immersive reader are text to speech, focused reading windows, visual reading cues, and syllable-word breakdown [27].



2.4.2.2.2.2 Language Understanding

Language Understanding is a pretrained natural language processor [28]. It is available through SDK using C#, Python, and JavaScript. It is additionally available using REST in all REST compatible languages. Free versions of language understanding can process typed language; whereas, the paid version can process both typed and spoken language. Language understanding can be applied to bot services or IoT control.










	Instance
	Transactions per Secong (TPS)
	Features
	Price [29]





	Free Web/Container
	5 TPS
	Text Requests
	10,000 transactions free per month



	Standard
	50 TPS
	Text Requests
	$1.50 per 1000 transactions



	
	
	Speech Requests
	$5.50 per 1000 transactions







2.4.2.2.2.3 QnA Maker

QnA Maker uses Knowledge base databases to create a chat bot [30]. It can be customized to different levels of formality. It allows for additional processes to be added over time. It supports C#, Python, and JavaScript. For knowledge base integreation it supports cURL and Postman [31].










	Instance
	Transactions per Secong (TPS)
	Limitations
	Price [32]





	Free Web/Container
	3 TPS
	Up to 1MB each document
	



	
	
	Up to 100 transactions per minute
	



	
	
	Up to 50,000 transactions per month
	



	
	
	3 managed documents free per month
	



	Standard
	3 TPS
	Up to 100 transactions per minute
	$10 for unlimited managed documents







2.4.2.2.2.4 Text Analytics

Text analytics aims to provide broad range text analytic service in SDK packaging. The key features are sentiment analysis, key phrases extraction, named entities extraction and language determination. There is SDK available for C#, Python, Node.js, Go, and Ruby. It provides easy integration to Power BI and Flask. [33]









	Instance
	Features
	Price [34]





	Free
	Sentiment Analysis
	N/A



	
	Key Phrase Extraction
	



	
	Language Detection
	



	
	Named Entity Recognition
	



	Standard
	Sentiment Analysis
	0-500,000 text records: $2 per 1,000 text records



	
	Key Phrase Extraction
	0.5M-2.5M text records: $1 per 1,000 text records



	
	Language Detection
	2.5M-10.0M text records: $0.50 per 1,000 text records



	
	Named Entity Recognition
	10M+ text record: $0.25 per 1,000 text records







2.4.2.2.2.5 Translator Text

The translator text API provides neural translator services for developer integration. It is available in C# and REST API. Azure marketing tools indicate that it is useful for increasing research text data, detecting input language, bilingual dictionary tools, on device translation, and custom trained translation. [35]









	Instance
	Features
	Price [36]





	Free
	Standard Translation
	2M Characters Free



	
	-Text Translation
	



	
	-Language Detection
	



	
	-Bilingual Dictionary
	



	
	-Transliteration
	



	
	Custom Translation
	



	
	-Training
	



	S1
	Standard Translation
	Standard



	
	-Text Translation
	- $ 10 per million characters



	
	-Language Detection
	



	
	-Bilingual Dictionary
	Custom



	
	-Transliteration
	- $ 40 per million chars of custom translation



	
	Custom Translation
	- $ 10 per million source + target chars of training data (max. $ 300/training)








2.4.2.2.3 Speech

Speech packages adds additional natural language processing tools to developers for spoken language. Azure provides API access through REST API as well as SDK in C++, C#, Java, JavaScript, Objective-C, and Python.


2.4.2.2.3.1 Speech to Text

The speech to text tool uses neural network speech recognition algorthms to convert audiofiles to plaintext [37]. Its applications include accesibility for the deaf and hard of hearing and domain specific vocabulary transcription.




	Instance
	Features
	Price [38]





	Free
	Standard
	5 audio hours free per month



	
	Custom
	5 audio hours free per month. 1 model free per month





Standard Standard $1 per audio hour Custom $1.40 per audio hour. Endpoint hosting: $0.0538 per model per hour



2.4.2.2.3.2 Text to Speech

Azure Text to Speech is a neural network text to speech tool that is meant to provide life-like voice synthesis to applications. [39] Azure provides both access to pretrained models and the abiltiy to create unique voice models for specific applications.This can be used in place of immersive reader for accessibility features meant for blind individuals.









	Instance
	Features
	Price [38]





	Free
	Standard
	5M characters free per month



	
	Neural
	0.5M characters free per month



	
	Custom
	5M characters free per month. Endpoint hosting: 1 model free per month



	Standard
	Standard
	$4 per 1M characters



	
	Neural
	$16 per 1M characters



	
	Custom
	$6 per 1M characters. Endpoint hosting: $0.0537 per model per hour



	
	Custom Neural
	Real-time synthesis: $24 per 1M characters. Endpoint hosting: $4.04 per model per hour. Long audio creation: $100 per 1M characters







2.4.2.2.3.3 Speech Translation

Speech translation provides real time speech translation tools to applications. [40] Unlike speech to text and text to speech, speech translation is only cloud-based and will not operate on edge devices.




	Instance
	Price [38]





	Free
	5 audio hours free per month



	Standard
	$2.50 per audio hour







2.4.2.2.3.4 Speaker Recognition

Speaker recognition is a preview only tool available to developers. [41] It is in early preview so the SDK’s available for the other speech services are not ready currently. It is accessible through REST API. The service detects the speaker of an audio clip and names the entity, given that the entity has been captured previously. This can be used for multispeaker transcription services. As a preview, it is currently a free service.




2.4.2.2.4 Vision

Azure Vision is an umbrella brand for the products using computer vision and image recogniton software. It includes the services Computer Vision, Custom Vision, Face, Form Recognizer, and Ink Recognizer.


2.4.2.2.4.1 Computer Vision

Computer vision is a pretrained computer vision model that can detect more than 10,000 ibjects. [42] It can be trun in the cloud or in edge containers. Azure claims this service can be applied to robotic process automation, digital asset management, or to accesibillity features for the blind. The pricing strategy for computer vision is based on the object being detected. However, Azure provides 20 free transactions per minute. The full pricing detail can be found here. There is SDK available in .NET, Python, Java, Node.js, and Go.



2.4.2.2.4.2 Custom Vision

Custom vision allows fevelopers to custom train a computer vision model.[43] It is optimized for small data inputs and large differences in objects. Azure warns that it is not optimal for quality assurance. The model can be exported for offline use. There is SDK available in .NET, Python, Java, Node.js, and Go.










	Instance
	Transactions per Second
	Features
	Price [43]





	Free
	2 TPS
	Upload, training, and prediction transactions. Up to 2 projects. Up to 1 hour training per month
	5,000 training images free per project. 10,000 predictions per month



	Standard
	10 TPS
	Upload and prediction transactions. Up to 100 projects
	$2 per 1,000 transactions



	
	
	Training
	$20 per compute hour



	
	
	Image Storage
	$0.70 per 1000 images







2.4.2.2.4.3 Face

The Face API is a facial detection and analysis software. [44] It identifies the face and extracts features such as head pose, gender, age, emotion, facial hair, and eye wear detection. It can be used to verify identity and find similar faces or identical faces. There is SDK available in .NET, Python, Java, Node.js, and Go.




	Instance
	Tranactions per Minute
	Price [45]





	Free
	20 TPM
	30,000 transactions free per month





Standard 600 TPS 0-1M transactions - $1 per 1,000 transactions 1M-5M transactions - $0.80 per 1,000 transactions 5M-100M transactions - $0.60 per 1,000 transactions 100M+ transactions - $0.40 per 1,000 transactions Face Storage $0.01 per 1,000 faces per month



2.4.2.2.4.4 Form Recognizer

Form recognizer takes images or PDFs and autopopulates their contents into custom or prebuilt forms.[46] This may include pictures receipts, invoices, bills, or legal forms. The Form Recognizer can use supervised or unsupervised learning to populate the custom forms. It is only available using REST API or .NET SDK.




	Instance
	Document Type
	Price [47]





	Free
	
	0-500 pages Free per Month



	Standard
	Custom
	$25 per 1000 pages



	
	Pre-Built
	$5 per 1000 pages







2.4.2.2.4.5 Ink Recognizer

Ink Recognizer is a handwritting recognition software. [48] It can be used with pen and paper interactions or digital handwriting. Azure suggests applying this service to notetaking, form-filling, content search, and documentation annotation.




	Instance
	Price [49]





	Free
	2000 transactions free per month



	Standard
	$2 per 1,000 transactions









2.4.2.3 Example

One of the requirements for the chapter submission for this class is to present objective documentation of the service and not to advertise for the company. This can be done using Azure’s Text Analytics service [50].


	The first step is to create an account on Azure.


	Direct your browser to https://azure.microsoft.com/en-us/ and click on start free.


	After signing up for a free account, go to https://portal.azure.com/.


	Open the side bar and click “Create a new resource.” This should bring up a menu of available resources.


	You will then click on “AI + Machine Learning.” If “Text Analytics” is on the featured page, select that and skip to the next step; otherwise, direct to “See All.” You will see a heading “Cognitive Services.” Select “See More” under this heading. You will then see all available cognitive services resources. Select “Text Analytics.”


	Select “Create” and make a name, select your desired server location and pricing tier (this will allow you to select the free pricing tier). You will then select a resource group if you have made one already or create a new one. Creating a new resource group is simply giving the virtual machine a name. Once you have finished, select “Create.”


	Direct to https://portal.azure.com/ and select your newly created Texts Analytics page. It will have the name you made as well as type listed as “Cognitive Services.”


	Click “Quick Start” on the right hand menu. Then you will see your key1 and endpoint key. You will need this for your enviroment variables.


	Instal Azure text analytics using the command





!pip install azure-ai-textanalytics



	Open the Python editor of your choice and set the enviroment variables with the following syntax




key = "ENTER YOUR KEY1 VARIABLE HERE"
endpoint = "ENTER ENDPOINT VARIABLE HERE



	You will then need to authenticate your usage using the following code.




from azure.ai.textanalytics import TextAnalyticsClient, TextAnalyticsApiKeyCredential
def authenticate_client():
    ta_credential = TextAnalyticsApiKeyCredential(key)
    text_analytics_client = TextAnalyticsClient(
            endpoint=endpoint, credential=ta_credential)
    return text_analytics_client

client = authenticate_client()



	You then have the ability to run the text analytics of your choice. As mentioned in the text analytics section,features like sentiment anlaysis, key feature extraction, and entity tagging are all available through the texts analytics API. Sentiment analysis can be used to determine whether your chapter demonstrates the required objectivity.The sentiment analysis can be coded as a fucntion.




def sentiment_analysis_example(client, docu):
    # Turns function into a format that fucntion can use.
    document = [docu]
    docu = docu.replace('\n', ' ')
    sentences=[docu.split('. ')]
    response = client.analyze_sentiment(inputs=document)[0]
    # Overall sentiment.
    print("Document Sentiment: {}".format(response.sentiment))
    print("Overall scores: positive={0:.3f}; neutral={1:.3f}; negative={2:.3f} \n".format(
        response.sentiment_scores.positive,
        response.sentiment_scores.neutral,
        response.sentiment_scores.negative,
    ))
    for idx, sentence in enumerate(response.sentences):
        # If the positive sentiment score is above .5, returns the sentence and the sentiment breakdown. 
        if sentence.sentiment_scores.positive > .5:
          # This requires that all sentences have a period followed by either a space or a newline. 
          print(sentences[0][idx])
          print("[Offset: {}, Length: {}]".format(sentence.offset, sentence.length))
          print("Sentence {} sentiment: {}".format(idx+1, sentence.sentiment))
          print("Sentence score:\nPositive={0:.3f}\nNeutral={1:.3f}\nNegative={2:.3f}\n".format(
              sentence.sentiment_scores.positive,
              sentence.sentiment_scores.neutral,
              sentence.sentiment_scores.negative,
        ))



	Now call your document. You may analyze up to 1520 characters at a time.




docu = """ 
INSERT CHAPTER HERE
 """

sentiment_analysis_example(client, docu)



	Now you may change your chapter according to the feedback from the Azure sentiment analysis.






2.4.3 Chapter: Ishan Mishra sp20-516-238 ☁️


2.4.3.1 Azure Bot Services Overview

Azure Bot Service provides an integrated environment that is purpose-built for bot development, enabling developer to build, connect, test, deploy, and manage intelligent bots, all from one place. Azure Bot Service leverages the Bot Framework SDK with support for C#, JavaScript, Python and Java. Through the use of modular and extensible framework provided by the SDK, tools, templates, and AI services developers can create bots that use speech, understand natural language, handle questions and answers, and more [51].

The service can be added to websites, apps, email, GroupMe, Facebook Messenger, Kik, Skype, Slack, Microsoft Teams, Telegram, SMS, Twilio, Cortana, Skype for Business and more (see Figure 3, for sample list of such channels).


[image: Figure 3: Azure Bot Service Integration with Popular Channels [52]]Figure 3: Azure Bot Service Integration with Popular Channels [52]



2.4.3.2 What is a bot?

Bots provide an experience that feels less like using a computer and more like dealing with a person or an intelligent robot. Bots can be used to shift simple, repetitive tasks, such as taking a dinner reservation or gathering profile information, on to automated systems that may no longer require direct human intervention. Users converse with a bot using text, interactive cards, and speech. A bot interaction can be a quick question and answer, or it can be a sophisticated conversation that intelligently provides access to services.

Bots are a lot like modern web applications, living on the internet and use APIs to send and receive messages. Modern bot software relies on a stack of technology and tools to deliver increasingly complex experiences on a wide variety of platforms. However, a simple bot could just receive a message and echo it back to the user with very little code involved.

Bots can do the same things other types of software can do - read and write files, use databases and APIs, and do the regular computational tasks. What makes bots unique is their use of mechanisms generally reserved for human-to-human communication.



2.4.3.3 Applications

Azure Bot Framework provides a set of templates, solution accelerators and skills to help build sophisticated conversational experiences [53] (see Figure 4).


	Virtual Assistant

Various organizations have significant need to deliver a conversational assistant tailored to their brand, personalized to their users, and made available across a broad range of canvases and devices.

🅾️ look here how we manage indentations


	Skills

A library of re-usable conversational skill building-blocks that enables to add functionality to a Bot. Currently, the offered services include Calendar, Email, Task, Point of Interest, Automotive, Weather and News skills.


	Analytics

Gain key insights into deployed bot’s health and behavior with the Bot Framework Analytics solutions, which includes: sample Application Insights queries, and Power BI dashboards to understand the full breadth of bot’s conversations with users.

Azure Bot Service offers powerful AI capabilities with Azure Cognitive Services [54], such as:


	Language Understanding

A machine learning-based service to build natural language experiences. Quickly create enterprise-ready, custom models that continuously improve. Language Understanding Service(LUIS) allows your application to understand what a person wants in their own words.


	QnA Maker

QnA Maker is a cloud-based API service that creates a conversational, question-and-answer layer over your data. With QnA Maker, you can build, train and publish a simple question and answer bot based on FAQ URLs, structured documents, product manuals or editorial content in minutes.


	Dispatch

Dispatch tool lets you build language models that allow you to dispatch between disparate components (such as QnA, LUIS and custom code).


	Speech Services

Speech Services convert audio to text, perform speech translation and text-to-speech with the unified Speech services. With the speech services, you can integrate speech into your bot, create custom wake words, and author in multiple languages.


	Adaptive Cards

Adaptive Cards are an open standard for developers to exchange card content in a common and consistent way, and are used by Bot Framework developers to create great cross-channel conversational experiences.





[image: Figure 4: Azure Bot Framework [55]]Figure 4: Azure Bot Framework [55]



2.4.3.4 Building a bot

Building a bot typically includes 6 steps, like any application development cycle:


	Plan

	Build

	Test

	Publish

	Connect

	Evaluate



Azure bot framework offers an integrated set of tools and services to facilitate this process. SDKs exist for C#, JavaScript, TypeScript & Python.

Azure Bot Framework Samples [56] provide a variety of samples that showcase many of the capabilities available through the SDK. These are great for developers looking for a more feature rich starting point.



2.4.3.5 Pricing

Azure offers a wide variety of pricing options for Bot Service. There is no upfront cost and no termination fee for cancelling the subscription. Refer to Azure Bot Service Pricing [57] to calculate the exact pricing for required service.

Pricing Details

See Figure ¿fig:azure-bot-pricing-detail? for pricing details for Azure Bot Service. [image: Azure Bot Service Pricing Details[58]]

In addition, one can directly use Azure Pricing Calculator [59] to calculate the pricing of any Azure service by choosing various options.





2.5 IBM


2.5.1 AI Services by IBM Overview ☁️


2.5.1.0.1 Ashley Thornton sp20-516-230, Jessica Zhu sp20-516-252




2.5.2 IBM Cloud

IBM Cloud is a set of cloud computing services including both PaaS and IaaS. IBM IaaS can deploy and access virtualized IT resources, such as compute power, storage and network on the Internet. Bare-metal or virtual servers are also available for computations. Using IBM Cloud PaaS, users can use IBM services to create, manage and run different types of applications.

IBM Cloud platform supports other IBM tools and over 170 services across various categories. It allows companies to automate decision making, make predictions of a higher accuracy, and essentially eliminate manual processes to allow employees to focus on higher valued work. The AI Services in IBM covers areas such as cognitive customer care, discovery and insights, and risk and compliance services. On the other hand, the services can be categorized by types such as Storage (object, block and file storage for cloud data), Management(tools to manage and monitor cloud deployments), Analytics (data science tools such as Apache Spark, Apache Hadoop, IBM Watson Machine Learning, and analytics services for streaming data)[60].



2.5.3 AI Services on IBM Watson

Like said before, Watson is supported by IBM Cloud platform. It is a set of AI services, applications and tools that facilitate enterprises to gain insights. Watson aims to free customers from repetitive tasks, and allows them to focus on more creative and valuable tasks. Specifically, Watson automates data analysis process, and uses data to build models and make predictions for businesses[61].



2.5.4 IBM Watson Machine Learning

IBM Watson Machine Learning is one of the tools offered by Watson. It helps developers and data scientists streamline machine-learning and AI deployment. It enables businesses to harness AI at scale across different clouds. Key features include:


	Build and deploy models using IBM Watson Studio and open source tools;

	Re-train models dynamically;

	Generates APIs to build AI-based applications;

	Simplify model management and deployment end-to-end with a user-friendly interface[62].





2.5.5 IBM Kubernetes Service

The IBM Cloud Kubernetes service is an open source, highly available, container deployment platform. It allows for automatic deployments, scaling, and management of applications. Its aim is to provide a cost-effective tool for its users [63]. It allows users to securely integrate with other IBM products.



2.5.6 IBM AI Consulting Services Ashley Thornton sp20-516-230 ☁️

🅾️ good start

🅾️ how can you develop from this a programming example?

IBM offers a variety of AI consulting services. One of those is IBM RegTech, which helps financial institutions with risk assessment and regulatory monitoring. It allows companies the ability to become compliant while at the same time cutting costs. This is extremely important as the required transparency of financial institutions to meet legal issues and ensure stakeholder trust continues to increase. RegTech provides timely feedback so that companies are risk aware [64].

RegTech entered the market in a timely fashion. As of late, the regulatory requirements for financial services has vastly increased as consumers demand transparency and risk control, particularly after the financial crisis in 2008. However, most financial institutions run on a multitude of legacy systems with manual, error-prone processes. RegTech was created to satisfy the demand for a simpler, reliable system that satisfied compliance requirements. RegTech digitizes previously manual processes. It integrates the expertise from the industry and deep domains, providing a simpler solution to regulatory requirements and providing data insights [65].

A great example of RegTech in action is with General Motors. Prior to utilizing IBM’s services, GM relied on four different systems for risk control. Because everything was not in one system, real-time risk monitoring was unavailable. IBM stepped in creating IBM OpenPages, aligning all information into one system. As a result of this new platform, GM benefited through real-time analytics, consistent and standardized results, and lowered costs [66].



2.5.7 IBM Watson Machine Learning sp20-516-252 Jessica Zhu ☁️


2.5.7.1 Introduction

IBM Watson Machine Learning is a set of tools to build, train and deploy machine learning models and neural networks using users’ own data. These tools range from completely automating training processes for quick prototyping to total control on specifications of a model. These models can be deployed in applications or at scale.

A typical process for machine learning model is shown below:


[image: Figure 5: Process for Machine Learning Model[67]]Figure 5: Process for Machine Learning Model[67]



2.5.7.2 Features


2.5.7.2.1 Watson Studio Tools

IBM Watson Studio offers a set of tools for model design, training, deployment and management. We are introducing a few of them:


	AutoAI experiments

AutoAI experiments allow users to select the best performing pipeline as a machine learning model from a set of automatically generated pipeline options. Several steps are automated, which includes data preprocessing, best estimator selection and the generation of model candidate pipelines for review and comparision.





[image: Figure 6: AutoAI Features[68]]Figure 6: AutoAI Features[68]


	Spark MLlib modeler

The flow editor of Spark MLlib modeler allows users to create a machine learning flow, which is a graphical representation of a data model. A machine learning flow presents a graphical view of a model during the building process by combining nodes that represent algorithm nodes. Each node represents a transformation or processing step on data.


	SPSS modeler

It can present a graphical view of a model while it is being built by combining nodes representing objects or actions. This modeler is designed based upon established SPSS Modeler client software and the industry-standard CRISP-DM model.


	Neural network modeler

Its flow editor helps create a deep learning flow, which is a graphical representation of a neural network design. This modeler can be used to design and run experiments.





[image: Figure 7: Neural Network Workflow[69]]Figure 7: Neural Network Workflow[69]


	Experiment Builder

In the case that thousands of models need to be trained to identify the right combination of data and hyperparameters, the experiment builder simplifies the model training process along with an auto-allocated GPU compute containers[70].






2.5.7.2.2 Architecture and Services

Watson Machine Learning is built upon Kubernetes and Docker components. It supports the following infrastructure and services:


	Programming Interfaces:

Python client library

Command Line Interface

REST API


	Training Infrastructure

Distributed training that can have training jobs run among multiple servers

Common frameworks allows users to work with their preferred frameworks

GPU

Hyper-parameter optimization


	Deployment Infrastructure

Trained models can be deployed for batch processing, as a web service or with streaming data

Python functions can be deployed to simplify AI solutions.







2.5.7.3 Getting Started

Here we are giving you a brief demonstration of Watson Machine Learning features to show how simple it is to train and deploy a model.


	Create an IBM Cloud account (free) and sign in

https://cloud.ibm.com/login





[image: Figure 8: Sign In Page [71]]Figure 8: Sign In Page [71]


	Access to Watson Machine Learning

You will be directed to the Dashboard page. Click Services on the Resource  Summary section. Type in Machine Learning in the search section to search for Watson Machine Learning among many other tools. Then click Machine  Learning-lb.

Now you should be directed to the Watson Machine Learning page:





[image: Figure 9: Watson Machine Learning Page[72]]Figure 9: Watson Machine Learning Page[72]

We are using Production Line Prediction as sample data. Go to the bottom of the page to the Sample Applications section, and click + sign on the Product Line Prediction section.

Instructions on the following steps to build, train and deploy a model can be found here. Watson studio allows you to complete the whole process in just a minute.


2.5.7.3.1 Deployment

There are four supported deployment methods:


	Watson Studio project

Use the Deployments tab of the project in Watson Studio. Test data can be submitted either in a typed form, JSON-formatted code, or as a data source. It is very simple that you don’t even have to write a line of code [73].


	Python Client

Models can be deployed using Python client if you are working on a local Python development environment or a Python notebook.

You can train a model by submitting a training job to IBM Cloud infrastructure with a few lines of code on your local Python notebook. During training, you can run commands to get updates on its training progress.

After training, you can store the model in the Watson Machine Learning repository. Then you can deploy the model by applying test data to the stored model. A prediction and the actual result will be returned[73].

An example and code that demonstrate the use of Python client can be found here.


	REST API

This method offers the ultimate flexibility. A model can be deployed from your local machine without having Watson Machine Learning CLI installed. You can also deploy a model without having a Watson Machine Learning client library imported.

To achieve this, you need the endpoint URL from the Implementation tab of the model’s deployment page. The page also provides sample code to help structure the payload for the deployment. You need to manually input a set of parameters to the payload[73].

A sample code using REST API can be found here.


	Command Line Interface (CLI)

CLI allows you to fully automate the training and the deployment process on your local machine. Or you can use it if you simply prefer CLI.

You need to install Watson Machine Learning CLI on your computer. After training and storing a model in your Watson Machine Learning repository, you can deploy the model using command lines??? -deployment:

$ bx ml deploy MODEL-ID DEPLOYMENT-NAME<full path to test data>
$ bx ml deploy -b MODEL-ID DEVELOPMENT-NAME<path to batch json>
  -b - Enable batch deployment mode


An example and sample code using CLI can be found here.







2.5.7.4 Pricing

In terms of the region of the United States, there are three pricing plans: Lite, Standard and Professional.


	Lite - Free of Charge

It provides up to five deployed models, 5000 predictions per month, and 50 capacity unit-hours per month.


	Standard

$0.50 USD/ 1000 predictions, $0.50 USA/capacity unit-hour


	Professional

$1,000 USD/instance, $0.40 USD/1000 predictions, $0.40 USD/capacity unit-hour




The prices listed are valid as of March 2020. This list provides a general guide for each plan. Capacity unit-hour also depends upon CPU and RAM being used, more details of which can be found on the IBM pricing website. Lite is a free plan that is a good starter for new users to test out Watson Machine Learning Services[74].

This tutorial page also provides more details regarding pricing. It also explains how to track runtime usage on your account.

After a model is deployed, a score refers to one prediction made by a trained model. Notice that you will be billed for any event that involves the use of the Cloud Service. So you will be billed for a prediction, a scoring event[75].



2.5.7.5 Further Readings

This playlist has videos giving concrete examples on how to build, train and deploy different models using Watson Machine Learning. It is a good resource for interested users.





2.6 ORACLE


2.6.1 AI Services on Oracle: Prateek Shaw sp20-516-229 ☁️


2.6.1.1 Oracle Cloud Introduction

Oracle Cloud [76] is a cloud computing service offered by Oracle Corporation providing servers, storage, network, applications and services through a global network of Oracle Corporation managed data centers. The company allows these services to be provisioned on demand over the Internet.In simple terms, cloud computing is renting instead of buying your IT.

Rather than investing heavily in databases, software, and equipment, companies are opting to access their compute power via the internet and pay for it as they use it.



2.6.1.2 AI Services on Oracle Cloud

Oracle AI Services as shown Figure 10


[image: Figure 10: AI Services on Oracle]Figure 10: AI Services on Oracle


2.6.1.2.1 Oracle AI Applications

Oracle offer in-build AI support in its Cloud based enterprise application.Below are list of application which support AI.


2.6.1.2.1.1 AI Apps for Financials

Oracle Adaptive Intelligent (AI) Apps [77] for ERP is a suite of AI and data-driven features that help procurement and finance teams improve financial performance, optimize cash flow, and increase agility across payables, receivables, procurement, and inventory. link needed

This include inbuild support for supplier categorization and interllignet payment discounts. Below is product more information.










	Product Name
	Cost
	Remark





	Oracle Adaptive Intelligent Apps for Enterprise Resource Planning
	$125.00
	Included(Supplier categorization and Intelligent payment discounts)









2.6.1.2.1.2 AI Apps for Human Resources

In HCM apps is use for managing human resource.Oracle has inbuild addaptive intelligent inside this App which help customer to reduce time-to-hire, improve productivity and ensure compliance[78]. Below is product more informations.










	Product Name
	Cost
	Remark





	Oracle Adaptive Intelligent Apps for Human Capital Management
	$4.00 (employee/month)
	Included(Best Candidates and Stack-ranked applicants)



	Oracle Advanced HCM Controls Cloud
	$3.00 (employee/month)
	* GDPR security analysis for all users * Payroll and payment fraud detection * Prebuilt templates for core audit analysis * Security analysis for configuration and maintenance * Visual workbench Dashboards with analytics, alerts, and reporting)









2.6.1.2.1.3 AI Apps for Marketing

Oracle has support for AI in B2B and B2C products [79]. Below is product more information.










	Product Name
	Cost
	Remark





	Oracle Adaptive Intelligent Apps for Customer Experience, Commerce and Marketing
	$1,000.00 (user/month) and $5.00 unit/1,000 interactions
	Next-best offer and product recommendations Coordinated open-time content Intuitive search experiences Optimized marketing orchestrations Connected audiences









2.6.1.2.1.4 AI Apps for Sales

Oracle has incorporated intelligence inside the sales APP, using this customer can see Probability Scores, win the next big deal and they can focus account prioritization [80].Below is product more information.










	Product Name
	Cost
	Remark





	Oracle Adaptive Intelligent Apps for Customer Experience, Sales and Service
	$50.00 (user/month)
	Next-best sales action Win probability scores









2.6.1.2.1.5 AI Apps for Supply Chain and Manufacturing

This help manufacturing and supply chain managers significantly improve production yield, product quality, lead times, equipment, and labor efficiencies. Below is product more information. [81]










	Product Name
	Cost
	Remark





	Oracle Adaptive Intelligence Apps for Manufacturing Cloud
	$100.00 (user/month)
	Factory command center Insights (patterns and correlations analysis) Predictive analysis Genealogy and traceability analysis



	Oracle Adaptive Intelligence Apps Resource Capacity Cloud
	$950.00 additional resource capacity/month
	










2.6.1.2.2 Data and AI Services to Develop Custom AI Applications


2.6.1.2.2.1 Oracle Data Science

Oracle Cloud Data Science Platform includes seven new services that deliver a comprehensive, end-to-end experience that accelerates and improves business decisions. [82] Below are services


	Oracle Cloud Infrastructure Data Science

	Oracle Machine Learning

	Oracle Cloud Infrastructure Data Catalog

	Oracle Big Data Service

	Oracle Cloud SQL

	Oracle Cloud Infrastructure Data Flow

	Oracle Cloud Infrastructure Virtual Machines for Data Science



I have not found cost details for this service at Oracle.



2.6.1.2.2.2 Oracle Machine Learning

Oracle has moved all the machine-related components into the database. This allows the organization to develop the product rapidly.This is best of the oracle machine learning.[83] As shown Figure 11


[image: Figure 11: Oracle Machine Learning Platform[www-oc-ml-approch-sp20-516-229]]Figure 11: Oracle Machine Learning Platform[www-oc-ml-approch-sp20-516-229]

I have not found cost details for this service at Oracle.






2.6.2 Oracle Cloud Built-in Machine Learning ☁️


	Benjamin Tracy (started this)




2.6.2.1 Introduction

Oracle has begun integrating built-in machine learning features into its many different Platform-as-a-service (PaaS) offerings. Since there are many different service clouds offered by Oracle, both the methods they use and the results they hope to produce vary greatly.



2.6.2.2 How Oracle’s Clouds Leverage Machine Learning


2.6.2.2.1 Managing Data

Oracle touts its new Autonomous Databases as the first of their kind, claiming that they are self-securing, self-repairing, and self-driving [84].

⭕ add info here about what these terms (self healing, securing, driving) actually mean)



2.6.2.2.2 Data Analysis

In order to help customers quickly gain insights into data that has been gathered, Oracle has developed a plethora of options that will allow a customer to quickly analyse data in order to aid in making business decisions [85]. This includes implementations that handle natural language processing and generation in an attempt to effectively communicate analysis to the user, and of course it also includes the models from which this analysis is derived [85].



2.6.2.2.3 Infrastructure Management

With the goal of ensuring that infrastructure hosted by Oracle remains as performant, reliable, and secure as possible, Oracle uses machine learning to determine what could be at the root cause of a problem affecting the system [86].





2.6.3 Oracle Cloud Data Science Platform: Prateek Shaw sp20-516-229 ☁️

🅾️ add bibtex

🅾️ use better captions

Oracle Data Science is a platform for data scientists to build, train, and manage models on Oracle Cloud Infrastructure using Python and open source machine learning libraries.It also offers below Oracle ML product.Using this platform team can collaborate and developer machine learning models.


	Oracle Labs Auto ML

	Model Explanation Tools

	Notebook

	Oracle Accelerated Data Science SDK



The main features of this platform are below.


	Infrastructure and Data science tools

	Collaborative and Project-Driven workspace



This platform is launched on 02-12-2020 [87].

Below are steps which we need to follow to evaluate Oracle AI Data Science offering


2.6.3.0.1 Create Oracle Free Tier Account

Oracle Cloud Free Tier allows you to sign up for an Oracle Cloud account which provides a number of Always Free services and a Free Trial with US$300 of free credit to use on all eligible Oracle Cloud Infrastructure services for up to 30 days. The Always Free services are available for an unlimited period of time. The Free Trial services may be used until your US$300 of free credits are consumed or the 30 days has expired, whichever comes first. Check Figure 12 and Figure 13 images for more details.

Please remember 300$ is enough to evaluate Data Science service.


[image: Figure 12: Oracle Cloud Free Tier ???]Figure 12: Oracle Cloud Free Tier ???


[image: Figure 13: Mind]Figure 13: Mind



2.6.3.0.2 Understadning Data Science Platform Concepts

The first step is to undestand basic concepts of this platform.Please see Figure ¿fig:sp20-516-229-oracle-data-science-concepts? for more information


[image: Figure 14: Mind]Figure 14: Mind


2.6.3.0.2.1 Project

Project that holds all the data science assets which include notebook sessions and models.



2.6.3.0.2.2 NoteBook Session

Notebook sessions is same as jupyter notebook but this also includes oracle developed machine learning and data science packages.It comes with lab.



2.6.3.0.2.3 Accelerated Data Science (ADS) SDK

This is very important and enhanced feature which provides full life cycle support for machine learning application.



2.6.3.0.2.4 Model

This is place to store,track, share and manage models.




2.6.3.0.3 Configure Tenancy for Data Science

Before accessing data scince service, we need to complete below configurations.Please see Figure ¿fig:ssp20-516-229-oracle-data-science-configuration? for more information.


[image: Figure 15: Configuration Steps]Figure 15: Configuration Steps


2.6.3.0.3.1 Create User, Groups and assigning group to user


[image: Figure 16: Configuration Steps]Figure 16: Configuration Steps


2.6.3.0.3.1.1 User

Go to Governance and Administraction, identity and click on User.


[image: Figure 17: Users]Figure 17: Users



2.6.3.0.3.1.2 Group

Go to Governance and Administraction, identity and click on Group.

229-prateek-ds-group


[image: Figure 18: Groups]Figure 18: Groups



2.6.3.0.3.1.3 Assign Group to User

Go to Governance and Administraction, identity and click on User


[image: Figure 19: Assign Groups]Figure 19: Assign Groups




2.6.3.0.3.2 Create Compartments to Own Network and DS resources


2.6.3.0.3.2.1 What is compartments ?

Compartments are the primary building blocks you use to organize your cloud resources. You use compartments to organize and isolate your resources to make it easier to manage and secure access to them ???.



2.6.3.0.3.2.2 Compartment creation

Go to Governance and Administraction, identity and click on Compartment


[image: Figure 20: Compartments]Figure 20: Compartments

229-prateek-ds-compartment



2.6.3.0.3.2.3 Creations of VCN and Subnets


2.6.3.0.3.2.3.1 Create Virtual Cloud Network

Go to Core Infrastructure, Networking, Virtual Cloud Networks and click on Create Virtual Cloud Network Button.

Select correct compartment.


[image: Figure 21: Oracle Virtual Cloud Network]Figure 21: Oracle Virtual Cloud Network



2.6.3.0.3.2.3.2 Create Subnets in VCN

Go to Core Infrastructure, Networking, Virtual Cloud Networks and click on your VCN. Make sure you are in right compartment else you will not see VCN.

Click on Create subnet


[image: Figure 22: VCN Subnet]Figure 22: VCN Subnet





2.6.3.0.3.3 Create Policies to control Network and DS resources

There are three policies which needed to access data science resources


2.6.3.0.3.3.1 Create policy to give users access to data science-related resources

Go to Governance and Administraction, identity and click on Policies

allow group 229-prateek-ds-group to manage data-science-family in compartment 229-prateek-ds-compartment


[image: Figure 23: VCN Subnet]Figure 23: VCN Subnet



2.6.3.0.3.3.2 Create policy to give users access to network resources

Go to Governance and Administraction, identity and click on Policies

229-prateek-ds-network-manage-access

allow group 229-prateek-ds-group to use virtual-network-family in compartment 229-prateek-ds-compartment


[image: Figure 24: VCN Subnet]Figure 24: VCN Subnet



2.6.3.0.3.3.3 Create policy to give data science service access to network resources

Go to Governance and Administraction, identity and click on Policies

229-ds-manage-datascience

allow service datascience to use virtual-network-family in compartment 229-prateek-ds-compartment


[image: Figure 25: VCN Subnet]Figure 25: VCN Subnet




2.6.3.0.3.4 Create Projects

Go to Data Science and Click on Projects


[image: Figure 26: Projects]Figure 26: Projects



2.6.3.0.3.5 Creating Notebook Sessions

Go to Data Science, Projects select Projects and Click on Create Notebook Session

Because the notebook environment contains a comprehensive list of ML libraries, it can take several minutes to create a notebook session.


[image: Figure 27: Notebook Sessions Configuration]Figure 27: Notebook Sessions Configuration




2.6.3.0.4 Open NoteBook Session

Now user can open notebook session and they can write model and train.


[image: Figure 28: Notebook Sessions]Figure 28: Notebook Sessions







3 HYPERVISOR


3.1 Hyper-V Concepts sp20-516-233 Holly Zhang ☁️


3.1.1 Requirements


3.1.1.1 Operating System

Either of the following Windows 10 operating systems are needed to run Hyper-V [88].



	Microsoft Windows 10 Enterprise

	Microsoft Windows 10 Pro

	Microsoft Windows 10 EDU







3.1.1.2 Hardware

Check whether Hyper-V is able to operate on the hardware by entering the following command in either Powershell or Command Prompt:

$ systeminfo


Scroll through the output until the section Hyper-V Requirements: is found. If all requirements have Yes next to them, then Hyper-V can be used once it is enabled [88]. If the Data Execution Prevention Available: requirement says No, the system BIOS has to be adjusted. Make sure that Hardware Enforced Data Execution Prevention and Virtualization Technology are enabled in the system BIOS. It is possible that Virtualization Technology is listed under a different name depending on the manufacturer [88].




3.1.2 Windows Features

In Windows, Hyper-V can be accessed under Windows Features. Hyper-V is listed with two main features, Hyper-V Management Tools and Hyper-V Platform. Within these two features are two more sub-features. The following list shows how the features are structured:



	Hyper-V

	Hyper-V Management Tools

	Hyper-V GUI Management Tools

	Hyper-V Module for Windows Powershell




	Hyper-V Platform

	Hyper-V Hypervisor

	Hyper-V Services











Knowing this structure will help with understanding the next sections.



3.1.3 Hyper-V management from CMD.EXE


3.1.3.1 Enable Hyper-V

To enable Hyper-V from Command Prompt, first start Command Prompt as Administrator. Remember to save any work as this will require a system reboot. On the command line, enter the following command [89]:

$ DISM /Online /Enable-Feature /All /FeatureName:Microsoft-Hyper-V


When prompted, restart the machine. Hyper-V will now be enabled on the machine.



3.1.3.2 Disable Hyper-V

Before disabling Hyper-V, save any work on the machine since a system reboot will be required. Open Command Prompt as Administrator and enter the following command:

$ DISM /Online /Disable-Feature:Microsoft-Hyper-V


When prompted, restart the machine to update the changes. This is for disabling the Hyper-V Platform and its sub-features only.




3.1.4 Hyper-V management from Powershell


3.1.4.1 Enable Hyper-V

First start Powershell as Administrator. There are two ways to enable Hyper-V from Powershell. These commands will require a system reboot so save any work on the machine before continuing. Only choose one of the the following commands suggested from [89].

$ Enable-WindowsOptionalFeature -Online -FeatureName Microsoft-Hyper-V -All


OR

$ DISM /Online /Enable-Feature /All /FeatureName:Microsoft-Hyper-V




3.1.4.2 Disable Hyper-V

Make sure to save any work on the machine since this will require a system reboot. To disable Hyper-V, start Powershell as Administrator, and then enter one of the following commands.

$ Disable-WindowsOptionalFeature -Online -FeatureName Microsoft-Hyper-V 


OR

$ DISM /Online /Disable-Feature:Microsoft-Hyper-V


Restart the machine when asked to in order for the changes to be made. This will disable the Hyper-V Platform and its sub-features.



3.1.4.3 More Hyper-V Commands

To disable just the Hyper-V Hypervisor, use the following command :

$ Disable-WindowsOptionalFeature -Online -FeatureName Microsoft-Hyper-V-Hypervisor 


A more extensive list of Hyper-V commands on Powershell can be be found at: https://docs.microsoft.com/en-us/powershell/module/hyper-v/?view=win10-ps.




3.1.5 Multipass Benchmark


3.1.5.1 Windows 10 Pro and EDU

After enabling Hyper-V as shown in the previous section, Multipass can be now be downloaded from https://multipass.run/. Find the download button for Windows and press it to obtain the executable file. Then run the executable file to install Multipass.



3.1.5.2 Windows 10 Home

Hyper-V is not supported for Windows 10 Home [90]. In order to install Multipass, either Virtualbox needs to be installed or the operating system needs to be upgraded to Windows 10 Pro or EDU. The following two subsections show how to prepare the installation for Virtualbox on Windows Home or how to upgrade to Windows 10 Pro or EDU.


3.1.5.2.1 Disable Hyper-V Before Virtualbox Installation

Since Windows 10 Home does not support Hyper-V, Virtualbox can be installed immediately at https://www.virtualbox.org/wiki/Downloads. However, if the operating system is Windows 10 Pro or Windows 10 EDU and Virtualbox is preferred instead of Hyper-V, make sure that Hyper-V has been disabled. The previous sections include commands to disable Hyper-V.



3.1.5.2.2 Upgrade Windows 10 Home to Windows 10 Pro or EDU

For those who already have a Windows operating system but not Windows 10 Pro or EDU, downloading the Windows installer can be skipped. What is needed instead is a product key. When getting the product key, choose the 64-bit OS. A product key for Windows 10 Pro 64-bit can be obtained at https://www.microsoft.com/en-us/store/b/windows?activetab=tab:shopwindows10. Windows 10 EDU 64-bit is provided free of charge for Indiana University students at https://iuware.iu.edu/Windows/Title/2977.

Once the product key is obtained, navigate to Settings >  Update & Security >  Activation > change product key [90]. Enter the new product key and press Next. This will update Windows to the new edition. After Windows 10 Pro or Windows 10 EDU is installed, enable Hyper-V as shown in the previous sections.








4 CLOUD VOLUME


4.1 Volume Management on Clouds ☁️


	sp20-516-222 Peter McCandless




4.1.1 Introduction

Volume on a physical disk is defined by Microsoft as “a unit of disk space composed as one or more sections of one or more disks” with a simple volume being a single portion of one disk [91].


[image: Figure 29: Volume on a physical disk in Windows]Figure 29: Volume on a physical disk in Windows


[image: Figure 30: Volume on a physical disk in Apple File System]Figure 30: Volume on a physical disk in Apple File System

Volume in the cloud can be manipulated to optimally accommodate the process being performed and the data being stored in the cloud. There are a few types of storage in the cloud. File storage typically takes the same hierarchical structure as a directory with a path to each file. Object storage usually takes the form of a data lake in which unstructured data is labeled with metadata that is used to locate the data for processing and analysis. Block storage volumes with specified sizes are created as needed and can be mounted to each other.

[1] https://docs.microsoft.com/en-us/previous-versions/tn-archive/dd163557(v=technet.10)?redirectedfrom=MSDN

[2] https://aws.amazon.com/what-is-cloud-storage/

[3] https://docs.cloud.oracle.com/en-us/iaas/Content/Block/Concepts/overview.htm
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AWS offers cloud storage services for each of the three cloud storage types: Amazon Elastic File Service, Amazon Simple Storage Service, and Amazon Elastic Block Store.


4.2.1 AWS File Storage Services

Amazon Elastic File Service (EFS) for Linux applications is a cloud file storage system that, as the name indicates, is elastic and scalable. EFS uses a hierarchical directory structure common to file storage systems. Being an elastic system means that the EFS storage volume is able to expand and shrink automatically as files are added and removed. EFS also includes a Lifecycle Management feature that automatically sorts infrequently used files from a standard storage class into a lower-cost storage class.

For Windows applications, Amazon FSx for Windows File Server allows for applications based in Windows to be integrated into the AWS cloud by using a native Windows File System. Like EFS, Amazon FSx for Windows File Server provides elasticity and scalability automatically.

Amazon FSx for Lustre is designed to be a short-term file storage system for high-performance data processing. FSx for Lustre is able to display stored objects as files and was created to work with Amazon Simple Storage Service, an object storage service. Data can be copied from a Simple Storage Service bucket to an FSx for Lustre file system in order to run a compute-intensive workload. The results can then be written back to the bucket and the file system deleted when the workload has finished.



4.2.2 Amazon Simple Storage Service (S3)

Amazon provides an object storage service through its Amazon Storage Service (S3). Like Amazon EFS, S3 will automatically scale volume to accommodate increased data storage and to meet the demands of running applications.



4.2.3 Amazon Elastic Block Store (EBS)

Amazon’s block storage, called Amazon Elastic Block Store (EBS), allows users to choose between four volume types: EBS Provisioned IOPS SSD (io1), EBS General Purpose SSD (gp2), Throughput Optimized HDD (st1), and Cold HDD (sc1).

To be added: image of table for volume types

There are several factors that influence the performance of EBS. EBS performance for all volumes types is directly related to the storage size allocated to the block. When using gp2 for example, the block volume size created determines the baseline input/output per second (IOPS) of the application running in the block. Increasing block size allows more throughput, which can be useful for databases which perform large amounts of sequential input/output. Since block size also determines the minimum total storage size, more space that is necessary may be used when working with small objects or files. It is important to understand the volume needs of the data storage and applications before setting up a block storage in order to avoid misusing resources and possibly incurring higher costs. Finally, optimizing network bandwidth by using optimized Amazon EC2 instances or by using appropriate networking is important for getting the best performance from EBS.



4.2.4 Amazon EBS Example: How to Automatically Filter and Delete EBS Volumes with Lambda Functions and CloudWatch

Step 1: Get Started by Opening AWS LambdaAWS Lambda

Step 2: Create a Lambda Function Lambda Function

Step 3: Click on the Empty Box and Select CloudWatch ScheduleCloudWatch Schedule

Step 4: Schedule the Function by Specifying Cron ExpressionCron Expression

Step 5: Assign a Role with Necessary PermissionsLambda Permissions

Step 6: Paste the Following Code Snippet After the Trigger is Created. Code Snippet:

import boto3
ec2 = boto3.resource('ec2',region_name='us-east-1')

def lambda_handler(event, context):
    for vol in ec2.volumes.all():
        if  vol.state=='available':
            if vol.tags is None:
                vid=vol.id
                v=ec2.Volume(vol.id)
                v.delete()
                print "Deleted " +vid
                continue
            for tag in vol.tags:
                if tag['Key'] == 'Name':
                    value=tag['Value']
                    if value != 'DND' and vol.state=='available':
                        vid=vol.id
                        v=ec2.Volume(vol.id)
                        v.delete()
                        print "Deleted " +vid
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4.3.1 Oracle Cloud Infrastructure Object Storage

Data stored as objects in Oracle Cloud can be up to 50 GB in size. Once data is uploaded to Object Storage it can be accessed from anywhere, as opposed to network-attached storage for which access is limited by geographical area. Object Storage is useful to store large amounts of data that changes infrequently. Some typical use cases for Object Storage include large volumes of unstructured data, archiving and backup, and file sharing.



4.3.2 Oracle Cloud Infrastructure Block Volume Service

A block volume is a virtual disk that provides persistent block storage space for Oracle Cloud Infrastructure instances. After creating an instance in the oracle cloud, it is possible to connect a block storage volume to the instance. Oracle Cloud block volumes can range from 1GB to 2TB, and a maximum of 10 block volumes can be attached to the same instance. The volume can then be used similarly to a physical hard drive in that the volume can be removed from the instance and attached or connected to another instance. The volume can also be tailored to meet the needs of the application or storage.



4.3.3 Example of connecting a block volume to an instance

To connect the volume, you need the following information: * iSCSI IP Address * iSCSI Port numbers * CHAP credentials (if you enabled CHAP) * IQN
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5.1.1 Description

The Kubernetes Scheduler (kube-scheduler) is a component of the Kubernetes Control Plane that assigns newly created Pods to available Nodes. Each Pod has its own requirements, as do the containers within that Pod. In order to assign a given Pod to a Node, kube-scheduler first searches the cluster for “feasible” Nodes, calculates scores for each feasible Node, and then assigns the Pod to the Node with the highest score.


5.1.1.1 Filtering

Filtering is the process by which kube-scheduler determines whether each Node in the cluster is considered “feasible,” or able to meet all of a Pod’s hard requirements. Filtering factors (predicates) include:


	Whether a Pod has requested specific Nodes

	Whether a Pod has requested Nodes with certain characteristics, such as dev Nodes or Production nodes.

	Whether each node can accommodate the Pod’s memory and CPU requirements

	Whether each noe can mount the Volumes requested by the Pod





5.1.1.2 Scoring

Scoring is the process by which kube-scheduler selects one Node from a list of feasible Nodes. Scoring factors (priority functions) include:


	Whether a node has cached the image(s) needed to host the Pod. This means the Node will not have to download the image(s) and may be able to start the Pod faster.

	Whether a node is hosting Pods that are part of the same Service as the Pod being scheduled. It may be preferable to spread a Service’s Pods across multiple Nodes to make it more resilient to the failure of a single Node.

	The number of Pods and allocated resources on a Node. It may be preferable to select relatively empty nodes, but on the other hand, selecting nearly more full nodes could allow a set of Services to run on as few Nodes as possible, which could save money.






5.1.2 Examples


5.1.2.1 Customizing the Scheduler

The functionality of kube-scheduler can be augmented with new predicates and priority functions, although this is rarely necessary in practice. Some options for customizing kube-scheduler include running multiple schedulers in a cluster and running a “scheduler extender” http(s) process, both of which are poorly documented and exceedingly difficult to implement on Windows machines. The most straightforward method to customize kube-scheduler is to write a JSON file containing desired predicates and priority functions and pass this file to kube-scheduler when the cluster is launched. When using a custom config file, kube-scheduler will only call the functions named in the file as opposed to all default functions. The Kubernetes team recommends installing minikube and kubectl, which would allow you to execute minikube start --extra-config=scheduler.AlgorithmSource.Policy.File.Path=$FILE. However, setting up minikube and kubectl is an arduous process on Windows, and not even suggested sandbox tools like https://labs.play-with-k8s.com and https://katacoda.com/courses/kubernetes/playground provide the necessary functionality. Since multipass is expected for this course, we will use mircok8s running on a multipass instance.


5.1.2.1.1 Installing microk8s

This assumes you have already installed multipass on your machine. Follow these steps to install microk8s on a multipass VM.

$ multipass launch --name microk8s-vm --mem 2G --disk 40G
$ multipass shell microk8s-vm
$ sudo snap install microk8s --classic
# check microk8s status
$ sudo microk8s.status --wait-ready
$ sudo microk8s.enable dns dashboard registry




5.1.2.1.2 Setting up a Custom Config File

microk8s starts its version of kube-scheduler by calling snap.microk8s.daemon-scheduler with the arguments in /var/snap/microk8s/current/args/kube-scheduler. To point it to a custom config file, run the following command.

$ echo '--policy-config-file=$HOME/my_cfg/k8s-sched-cfg.json | sudo tee -a /var/snap/microk8s/current/args/kube-scheduler


Write a custom config file.

$ mkdir $HOME/my_cfg
# If you aren't familiar with vim, press "i" to start INSERT mode.
# When you are done typing, press ESC, then type ":wq" to write changes and quit. 
# To quit without saving changes, type ":q!"
$ vim k8s-sched-cfg.json


This custom config file specifies certain predicates and weighted priority functions. It is important to use caution when developing custom config files, as omitting certain predicates could cause performance issues or errors. For example, removing the PodFitsResources predicate could cause a Pod to be scheduled to a Node that does not have enough memory or CPUs to accommodate it, and removing the NoDiskConflict predicate could cause a Pod to be scheduled to a Node where it cannot mount its requested volumes.

{
  "predicates": [
    {
      "name": "PodFitsHostPorts"
    },
    {
      "name": "PodFitsHost"
    },
    {
      "name": "PodFitsResources"
    },
    {
      "name": "PodMatchNodeSelector"
    },
    {
      "name": "NoDiskConflict"
    },
    {
      "name": "CheckVolumeBinding"
    },
    {
      "name": "CheckNodeCondition"
    },
    {
      "name": "PodToleratesNodeTaints"
    }
  ],
  "priorities": [
    {
      "name": "LeastRequestedPriority",
      "weight": 1
    },
    {
      "name": "SelectorSpreadPriority",
      "weight": 2
    },
    {
      "name": "NodeAffinityPriority",
      "weight": 5
    },
    {
      "name": "ImageLocalityPriority",
      "weight": 2
    }
  ]
}


Restart kube-scheduler.

$ sudo systemctl restart snap.microk8s.daemon-scheduler.service


kube-scheduler will now use the predicates and priority functions listed in the custom config file. To revert to default scheduler behavior, delete the last line from /var/snap/microk8s/current/args/kube-scheduler and restart kube-scheduler again.





5.1.3 Sources

https://kubernetes.io/docs/concepts/overview/components/

https://kubernetes.io/docs/concepts/configuration/scheduling-framework/

https://kubernetes.io/docs/concepts/scheduling/kube-scheduler/

https://kubernetes.io/docs/concepts/scheduling/scheduler-perf-tuning/

https://kubernetes.io/docs/reference/command-line-tools-reference/kube-scheduler/

https://kubernetes.io/docs/tasks/administer-cluster/configure-multiple-schedulers/

https://developer.ibm.com/technologies/containers/articles/creating-a-custom-kube-scheduler/

https://github.com/kubernetes/community/blob/master/contributors/design-proposals/scheduling/scheduler_extender.md

https://microk8s.io/
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Advanced Scheduling fetatures makes Kubernetes a very flexible,policy-rich, topology-aware, workload-specific scheduler. These features provide a wide range of options to specify conditions for assigning pods to particular worker nodes that satisfy a condition. With advanced Scheduling features one can influence where pods can be scheduled among availalbe Nodes. In Kubernetes 1.6 four advanced scheduling features are added [92]. Scope of this chapter is limited to first two features .


	Node affinity

	Taints and tolerations,

	Pod affinity/anti-affinity

	Custom schedulers.




5.2.1 Node affinity to attract pods

Node affinity is a set of rules used by the scheduler to determine where a pod can be placed. The rules are defined using custom labels on nodes and label selectors specified in pods. Node affinity allows a pod to specify an affinity (or anti-affinity) towards a group of nodes it can be placed on. The node does not have control over the placement [93].

For example, you could configure a pod to only run on a node with a specific CPU or in a specific availability zone. There are two types of node affinity rules:


	Required

	preferred



Required rules must be met before a pod can be scheduled on a node. Preferred rules specify that, if the rule is met, the scheduler tries to enforce the rules, but does not guarantee enforcement.


5.2.1.1 Node affinity example

Print list of the nodes

NAME    STATUS    ROLES     AGE       VERSION
node1   Ready     *none*    5m        v1.9.4
node2   Ready     *none*    5m        v1.9.4


Now label node1 as Size:M1

$ kubectl label nodes node1 node1=Size:M1


Now for an app called Busybox, configure NodeAffinity in deployment yaml file to refer node1 label:

affinity:
        nodeAffinity:
          requiredDuringSchedulingIgnoredDuringExecution:
            nodeSelectorTerms:
            - matchExpressions:
              - key: "node1"
                operator: In
                values: ["Size:M1"]


Deploy 4 replicas of image Busybox

$ kubectl run  test-affinity --image busybox --replicas 4 -- sleep 99


We can observe that all the pods are scheduled on node1. No pod is scheduled on node2!

$ kubectl get po -o wide
NAME                            READY   STATUS    RESTARTS   AGE   IP          NODE    NOMINATED NODE   READINESS GATES
test-affinity-dd4d5cff5-jbgx6   1/1     Running   0          15s   10.42.1.9   node1   *none*           *none*
test-affinity-dd4d5cff5-lpcv4   1/1     Running   0          15s   10.42.1.7   node1   *none*           *none*
test-affinity-dd4d5cff5-jsww7   1/1     Running   0          15s   10.42.1.8   node1   *none*           *none* 





5.2.2 Taints and tolerations

When we submit workloads to run in a cluster, the scheduler determines where to place the Pods associated with the workload. The scheduler can place a Pod on any available node that satisfies the Pod’s CPU, memory, or any other resource requirements. There must be some control over which workloads can run on a particular pool of nodes. Node affinity is one way of control by attracting Pod to Nodes. Taints are to refuse pod to be scheduled unless that pod has a matching toleration. Taints are more like blacklist so when there are many nodes and need to blacklist one then it is really easy to achieve this with Taints [94].


	A taint applied to a node indicates that only specific pods can be scheduled on them.

	A toleration is applied to a pod allows them to tolerate a node’s taint.



Taints and tolerations consist of a key, value, effect and operator


	Key: The key is any string, up to 253 characters. The key must begin with a letter or number, and may contain letters, numbers, hyphens, dots, and underscores.


	Value: Value is any string, up to 63 characters. The value must begin with a letter or number, and may contain letters, numbers, hyphens, dots, and underscores.


	Effect: Effect can be

	NoSchedule: New pods that do not match the taint are not scheduled onto that node. Existing pods on the node remain.

	PreferNoSchedule: New pods that do not match the taint might be scheduled onto that node, but the scheduler tries not to.Existing pods on the node remain.

	NoExecute: New pods that do not match the taint cannot be scheduled onto that node.Existing pods on the node that do not have a matching toleration are removed.




	Operator:

	Equal: The key/value/effect parameters must match. This is the default.

	Exists: The key/effect parameters must match. You must leave a blank value parameter, which matches any.






### Taint Demo:

Before applying taint on any node, try scheudling an App called busybox based on seeded image busybox.

 $ kubectl run before-taint --image busybox --replicas 4 -- sleep 99


We can observe that all the Nodes gets scheduled with pods:

$ kubectl get po -o wide
NAME                            READY   STATUS    RESTARTS   AGE   IP          NODE            NOMINATED NODE   READINESS GATES
before-taint-69c6778cfb-hznss   1/1     Running   0          15s   10.42.1.3   microk8s-vm-w1   *none*           *none*
before-taint-64fc5f64b7-qktdr   1/1     Running   0          15s   10.42.0.8   microk8s-vm-w3   *none*           *none*
before-taint-64fc5f64b7-5x6bt   1/1     Running   0          15s   10.42.0.5   microk8s-vm-w2   *none*           *none*
before-taint-69c6778cfb-267wm   1/1     Running   0          15s   10.42.0.4   microk8s-vm-w1   *none*           *none*
ubuntu@node1:~$  


Now taint one of the node for ex:microk8s-vm-w1 with effect:NoSchedule. This will stop scheduling of pods on the node:microk8s-vm-w1.

$ kubectl taint node microk8s-vm-w1 node-type=production:NoSchedule
node/microk8s-vm-w1 tainted


Now try scheduling new pods.

$ kubectl run test-taint --image busybox --replicas 4 -- sleep 99
kubectl run --generator=deployment/apps.v1 is DEPRECATED and will be removed in a future version. Use kubectl run --generator=run-pod/v1 or kubectl create instead.
deployment.apps/test-taint created


We can observe that microk8s-vm-w1 is not assigned with any Pods:

$ kubectl get po -o wide
NAME                         READY   STATUS    RESTARTS   AGE   IP          NODE            NOMINATED NODE   READINESS GATES
test-taint-dd4d5cff5-jbgx6   1/1     Running   0          19s   10.42.1.9   microk8s-vm-w2   *none*           *none*
test-taint-dd4d5cff5-lpcv4   1/1     Running   0          19s   10.42.1.7   microk8s-vm-w3   *none*           *none*
test-taint-dd4d5cff5-jsww7   1/1     Running   0          19s   10.42.1.8   microk8s-vm-w3   *none*           *none*
test-taint-64fc5f64b7-zxsh   1/1     Running   0          19s   10.42.1.8   microk8s-vm-w2   *none*           *none*



5.2.2.1 Toleration Demo:

A toleration is how a pod declares that it can bypass a taint. It is basically a pass that will allow the pod onto any node with any taint. Define a deployment yaml file: podToleration.yaml with toleration as below. Make sure toeration matches with taint of node:microk8s-vm-w1.

apiVersion: apps/v1
kind: Deployment
metadata:
  name: with-toleration-app
  labels:
    app: nginx
spec:
 replicas: 6
 selector:
   matchLabels:
     app: nginx
 template:
   metadata:
      labels:
        app: nginx
   spec:
      containers:
      - name: nginx
        image: nginx:alpine
      tolerations:
      - key: "node-type"
        operator: "Equal"
        value: "production"
        effect: "NoSchedule"


Deploy the pod with toleration:

kubectl apply -f podToleration.yaml
deployment.apps/with-toleration-app created


Now query pods. We can observe that even though node:microk8s-vm-w1 is tainted, some of the pods are able to get scheudle on microk8s-vm-w1 because of toleration:

NAME                                  READY   STATUS    RESTARTS   AGE   IP          NODE             NOMINATED NODE   READINESS GATES
with-toleration-app-d9db86b77-flxw2   1/1     Running   0          19s   10.42.1.14   microk8s-vm-w2   *none*           *none*
with-toleration-app-d9db86b77-rhhg7   1/1     Running   0          19s   10.42.1.15   microk8s-vm-w1   *none*           *none*
with-toleration-app-d9db86b77-5bn76   1/1     Running   0          19s   10.42.1.16   microk8s-vm-w3   *none*           *none*
with-toleration-app-d9db86b77-wgmkf   1/1     Running   0          19s   10.42.0.29   microk8s-vm-w2   *none*           *none*
with-toleration-app-d9db86b77-xw7xq   1/1     Running   0          19s   10.42.0.28   microk8s-vm-w1   *none*           *none*
with-toleration-app-d9db86b77-bkdgw   1/1     Running   0          19s   10.42.0.30   microk8s-vm-w2   *none*           *none*


To remove taint we can use command:

kubectl taint nodes microk8s-vm-w1 node-type=NoSchedule-





5.2.3 References


	https://kubernetes.io/blog/2017/03/advanced-scheduling-in-kubernetes/



	https://medium.com/@dominik.tornow/the-kubernetes-scheduler-cd429abac02f

	https://thenewstack.io/implementing-advanced-scheduling-techniques-with-kubernetes/

	https://docs.microsoft.com/en-us/azure/aks/operator-best-practices-advanced-scheduler
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6.1.1 E.Datacenter.2.b


6.1.1.1 Overview - Sacramento Data Center at McClellan Park

The Sacramento Data Center [95] is a newly constructed (2019) data center that is owned by Prime Data Centers Inc ???. It is located in McClellan Park [96] outside of Sacramento, CA.



6.1.1.2 Building One Specifications


	68,853 square ft

	40,000 usable floor space

	8 MW power



[95]



6.1.1.3 Power source

Power for the Prime Data Center Campus is supplied by Sacramento Municipal Utility District, which utilizes natural gas, hydroelectric, and renewable energy sources to generate its electricity.


	54% Natural Gas

	26% Large Hydroelectric

	20% Eligible Renewable



Power data sourced from Power Content Label ???.



6.1.1.4 Cost of power

Using data from OpenEI [97] it is estimated that the average cost of electricity for this facility will be $0.104 per kWh.



6.1.1.5 Future growth

The site currently has only one building, but has 38 acres and 100 MW of potential growth capacity.




6.1.2 E.Datacenter.4


6.1.2.1 Other Renewable Sources

Data Centers get their power from a variety of renewable data sources. Unfortunately, most of these sources are problematic in terms of the alignment of the supply and demand curves. For example, solar power generation peaks in the middle of the day and declines into the evening, whereas demand for power is generally low in the middle of the day and peaks in the evening. To even this out engineers have devised systems called pumped storage hydropower.


6.1.2.1.1 Pumped Storage Hydropower

In a pumped storage hydropower system two or more bodies of water are set at different elevations [98]. In a closed loop system you have two or more bodies of water that have no connection to an outside body of water. In an open loop system you would have two or more bodies of waters with one of them having a connection to an outside body of water. For example, an elevated and isolated reservoir along with a damned river.

When power in the grid is in surplus, the excess power is used to power water pumps that take water from the lower body of water and move it to the upper body of water. Then when additional power is required by the grid, the flow of water is reversed and used to turn turbine generators, which in turn generate power that feeds back into the grid.

Thus, these systems act as giant batteries, storing excess energy as potential energy by using the water pumped to a higher elevation. This can then be released on demand in order to better align supply/demand power requirements.


6.1.2.1.1.1 Bath County Pumped Storage Station

One such pumped storage hydropower station is the Bath County Pumped Storage station [99]. This station is the largest of its kind in the United States and feeds power into the PJM Interconnection [100], which includes all of the Virginia area.



6.1.2.1.1.2 Harrisonburg, VA Data Center

Harrisonburg, VA, which lies inside the PJM Interconnection zone has a data center that relies on power from this station among others [101].






6.1.3 E.Datacenter.5


6.1.3.1 Hawaii

Hawaii has made a bold commitment to generate 100% of their energy from renewable sources by 2045 [102]. They hope to do this by taking advantage of their natural surroundings and a variety of technologies. These technologies include:


	Biofuel

	Biomass

	Geothermal

	Hydroelectric

	Ocean (cooling and wave energy)

	Solar

	Waste-to-Energy

	Wind



While they are uniquely positioned to do so, given their weather and unique geography (volcanic activity, ocean, sun, wind, etc.), they face an uphill battle given their current sources of electricity.

As of 2018, their current sources of electricity include:




	Source
	Percent





	Petroleum
	61.3



	Coal
	11.9



	Small-scale Solar
	9.3



	Wind
	4.9



	Other
	4.0



	Geothermal
	2.9



	Biomass
	2.8



	Utility-scale Solar
	1.9



	Hydroelectric
	0.9






	[102]

	[103]






6.1.4 E.Datacenter.8

On December 27, 2018, CenturyLink, an internet service provider, started experiencing failures across its nationwide fiber network. This outage lasted for 37 hours. The root cause was found to be the failure of a single device in one of their data centers that then caused a cascade of errors due to network configuration errors. According to the FCC report on the failure ???, the estimated number of users affected by this failure was 22 million across 39 states.

Services impacted spanned across many different services including:


	911 phone services

	Long distance phone calls

	ATM transfers

	State governmental entities

	Other Providers (Verizon Wireless, Comcast, AT&T)






6.2 Datacenter Peter McCandless sp20-516-222 ☁️

🅾️ use bibtex


6.2.1 E.Datacenter.2.b

In 2013, ByteGrid aquired the Cleveland Technology Center, a mixed-use technology-focused space in downtown Cleveland, Ohio. ByteGrid remodeled and expanded the space into a data center [1]. H5 Data Centers’ aquired the 351,000 square foot data center from ByteGrid in 2017. The data center requires over 10MW of power. This power is supplied by local energy compnay First Energy at an annual average rate under $0.06 per kWh [2].

[1]https://www.cleveland.com/business/2013/06/data_center_company_bytegrid_b.html

[2]https://h5datacenters.com/cleveland-data-center.html



6.2.2 E.Datacenter.4

Hydroelectric power is genrated from the force of running water pushing a turbine. Hydroelectric power accounts for over 70% of all renewable energy gerenated in the world. The most common method for producing hydroelectircity is the use of a dam from which the flow of water from a resivour can be controlled to match the power needs [3]. While the use of hydroelectric dams produces much lass CO2 than burning fossil fuels, dams can cause harm to the environment by altering water quality and disrupting wildlife habitats [4]. Data centers that are pwoered by hydroelectricity include Aruba S.p.A.’s Global Cloud Data Center in Milan, Italy and FaceBook’s data center in Lulea, Sweden [5][6].

[3]https://www.nationalgeographic.org/encyclopedia/hydroelectric-energy

[4]https://www.manufacturing.net/chemical-processing/article/13245967/examining-the-pros-and-cons-of-hydropower

[5]https://www.networkworld.com/article/3233313/first-self-powered-data-center-opens.html

[6]https://www.greenbiz.com/blog/2013/06/13/facebook-flicks-hydropowered-data-center-sweden



6.2.3 E.Datacenter.5

The state of Wisconsin gets about 10% of its energy production from renewable resourses. Hydroelectic power accounts for roughly half of the renewable energy used by the state, and is produced from about 150 dams. A quarter of the renewable energy used in Wisconsin is produced by biofuels. Methane is captured from landfill facilities, and ethanol is produced from growing corn used for feedstock. While biofuels are a renewable resource, they still produce carbon dioxide when they are burned to produce energy which contirbutes to climate change. Wisconsin’s third-largest renewable energy source is wind. The state’s wind farms are mostly located either along the shores of Lake Michigan or in the southeast near the plains. There exist furthur potential to expand the usage of wind energy by building wind farms off-shore in Lake Michigan. The Wisconsin state government has set several goals for reducing carbon emissions and increasing the use of renwable energy, including increasing the amount of forested land and increasing the percent of the state’s energy produced from renewable resources[7].

[7] https://www.eia.gov/state/analysis.php?sid=WI



6.2.4 E.Datacenter.8

In 2016, both Southwest and Delta airlines experienced outages at their datacenters. Both airlines were forced to cancel flights over three days. Soutwest’s outage was estimated to cost at least $177 million in lost revenue [8]. Delta’s outage grounded over 2,000 flights, stranded over 250,000 people, and cost $150 millon [9]. Both companies were forced to issue refunds for cancelled and severly delayed flights, lost revenue from grounding planes, and suffered from negative media coverage and lowered public perception of the companies [8].

[8] https://www.datacenterknowledge.com/archives/2016/09/08/delta-data-center-outage-cost-us-150m

[9] https://www.orrprotection.com/mcfp/blog/data-center-outage-cost-delta-150-million




6.3 Datacenter, Rahul Dharmchand sp20-516-223 ☁️


	🅾️ please learn markdown, attending educational section mandatory



The datacenter chapter provided us details about different types of Data Center, their energy usage, CO2 emission and how PUE matters. Making these datacenters efficient and clean is the main goal of providers as well as governments of many countries.


6.3.1 E.datacenter.2a

As per the sustainability report from Salesforce ???, added the information related to their Phoenix Data Center, Chandler, AZ data center to the sheet.



6.3.2 E.datacenter.2b

Salesforce has about 13 of their own Data Centers in various locations/regions and Chandler, AZ is the largest one (as of Jan 2020). As per the report, in 2019 this data center consumed about 119 million kWh of energy and caused 57000 metric tons of CO2 emission.



6.3.3 E.Datacenter.3

My personal carbon footprint is about 31,399 lbs while the US average is about 64,946 [104].



6.3.4 E.Datacenter.4

The word “Thermal” originated from the greek word Theme means heat. Thermal energy is energy produced generally using heat/combustion. Traditionally coal is used to heat boilers with water and the steam produced is to used to turn large turbines. These rotating turbines through electromagnetism produce electricity.

Though coal has been a major resource used by thermal plants, it has a huge carbon footprint. This led to the usage of renewable resources like natural gas, biomass and other types of combustible oils to produce electricity in recent years. Countries like Iceland are also finding ways to use geothermal energy to power data centers[105].


6.3.4.1 Geothermal Energy

Geothermal energy is also used to cool data centers which is different from using it to generate electricity. Earth’s surface is always constant temperature. This feature can be used to dissipate heat generated from the data center and circulate the water through pipes filled with special coolant from the data center to the underground surface. We humans have been using this technique from ages to store food and wine in cellars [106].

Figure 31 shows how Geothermal energy is used to ISB’s new campus in Mohali [107].


[image: Figure 31: How Geothermal energy cools data centers [107]]Figure 31: How Geothermal energy cools data centers [107]

Following data centers use geothermal energy to cool [108]. * American College Testing (Iowa) * Prairie Bunkers, LLC (Nebraska) * Verne Global (Iceland)




6.3.5 E.Datacenter.5


6.3.5.1 Carbon Footprint

Mega data centers consume a lot of energy. It’s estimated that data center consumes about 7% of total energy consumed in USA and one of the major contributors to CO2 emission which is believed to be the primary cause of global warming.



6.3.5.2 Change in Trend

Federal Energy Regulatory Commission (FERC) has observed that in 2019 renewable energy producers have increased their generation capacity and this trend will continue in the coming years [109].



6.3.5.3 Waste Heat Reuse

To reduce carbon footprint, many countries and companies are heavily invested in using renewable energy sources as well as innovative ways to reuse energy. One such innovation is to reuse the heat generated by IT equipments/servers in data centers aka waste heat. As mega/large data centers tend to produce a lot of heat, this heat can be reused to either generate electricity or heating nearby homes and offices [110].


6.3.5.3.1 Facebook’s Odense Data Center

Facebook at its Odense Data Center uses heat produced by servers which after recycling can be used in local district heating system [111]. As per the report [111], Facebook claims “Our facility’s heat recovery infrastructure will help recover100,000 MWh of energy per year – enough to warm 6,900 homes”.

Figure 32 shows how waste heat can be reused to heat nearby homes [111].


[image: Figure 32: Using waste heat to warm local community [111]]Figure 32: Using waste heat to warm local community [111]





6.3.6 E.Datacenter.8

In recent years, all major IT companies (Amazon, Facebook, Google, Salesforce, etc.) had data center outages. It not only affects their business, but also all the businesses that depend on their services. The average cost of an IT outage is $5600 per minute. But that’s just the one part. Depending on the type of business, the loss due to downtime could be $14000 per hour for low end and as much as $540000 per hour for high-end centers [112].


6.3.6.1 Costco Outage

Costco had an outage on Thanksgiving day in 2019 disabling its members from shopping online. Costco lost about 11 million in sales just because the website was too slow most of the time and completely out for some time. In this case, it was just one companies’ loss. But data center host services for many different companies and depending on the size an outage can have huge revenue loss for both the providers and the consumer companies.



6.3.6.2 Facebook partial Outage - Nov 2019


	Reason for outage: Server configuration change.

	Outage lasted for 14 hours.

	Everyday about 1.4 users use Facebook which is equivalent to a quarter of the world’s population. A partial outage would impact about half a billion users.

	Facebook stock was down 1.2% due to this outage as Facebook will loose ad revenue from its pages wiping out billions.

	Many Facebook users conduct business through Facebook and Instagram and downtime means they loose business as well.

	As the impact was so large, could not find any information related to affected users or loss in revenue.





6.3.6.3 Outage Cost Estimator

An approximate cost of a downtime/outage can be computed using the following [113]

HourlyLaborCost=P×A×C Hourly Labor Cost = P \times A \times C 

Where:


	P = number of people affected

	A = average percentage they are affected

	C = average employee cost (salaries or wages + benefits)







6.4 Datacenter Divyanshu Mishra SP20-516-224 ☁️

🅾️ use bibtex


6.4.1 E.Datacenter.2.b

Sabey Data Center in Quincy, WA:


	Sabey Quincy Data Center uses 50-60 MW of aggregate power.

	Electricity is supplied 100% by sustainable hydro and wind power through Douglas County Public Utility District at $0.03 per kWh.

	Not able to find carbon emission.




6.4.1.1 Data Center Services

Services available at Sabey Data Center Quincy


	Colocation

	Clients deploy data center at this facility. While client retains the control of usage and configuration of data center, Sabey is involved in in daily management of data center.






	Powered Shell

	Move-In ready data centers with respect to infrastructure i.e. Operational power, network connectivity, water, fiber are already operational.




	Built-to-Suit

	Power, cooling, redundancy, security, and other elements can be implemented to specifications that meet clients exact needs in a build-to-suit data center.




	Remote Hands

	24x7 operational team to provider technical support.






Source: https://sabeydatacenters.com/data-center-locations/central-washington-data-centers/east-wenatchee-data-center/




6.4.2 E.Datacenter.3:

My carbon foot print is updated in this [link] (https://docs.google.com/spreadsheets/d/1gh869zfjA4sVxL8-ga0af2_HLTTuOoD1IReuRSrbq4I/edit?usp=sharing).



6.4.3 E.Datacenter.4:

Energy recycling is the recovery of energy that would normally be wasted in industrial processes by flaring, exhausting to the atmosphere or operating low efficiency equipment, and converting it into electricity or thermal energy (steam or heated water)[114].


6.4.3.1 Forms of Energy Recycling


	Electric Turbo Compound(ETC)

	A turbine is placed at the exhaust of generator to harvest waste energy and convert it into electrical power.






	Waste Heat Recovery

	Heat lost in the form of exhaust gases, cooling water, and heat lost from hot equipment surfaces and heated products is recovered to improve energy production.




	Combined Heat and Power(CHP)

	The concurrent production of electricity or mechanical power and useful thermal energy (heating and/or cooling) from a single source of energy.






References:


	https://www.primaryenergy.com/energy-recycling/

	https://www.energy.gov/eere/amo/articles/waste-heat-recovery-resource-page

	https://www.energy.gov/eere/amo/combined-heat-and-power-basics






6.4.4 E.Datacenter.5:


6.4.4.1 Google’s effort towards renewable energy

Google is using renewable energy by following circular economy model as compared to linear one. In today’s most prevalent linear model, a product is manufactured, shipped to an end user and then ends up in trash. This is not a sustainable model and it creates excessive waste.



6.4.4.2 Circular Economy Practice At Google

A circular economy model is restorative and regenerative as shown in Figure 33. In such model, products are created to be easily refurbished, repaired, reused and recycled.

It is based in three principles.


	Principle 1: Preserve and Enhance Natural Capital.

	Principle 2: Optimise resource yields by circulating products, components and materials in use at the highest utility at all times.

	Principle 3: Foster system effectiveness by revealing and designing out negative externalities.




[image: Figure 33: Google Circular Economy [115]]Figure 33: Google Circular Economy [115]


6.4.4.2.1 Programs Under Circular Economy


	Maintain/Prolong

	Focus at repair process to enable longer life expectancy of servers.




	Refurbish/Re-manufacture

	Dismantling of reusable component of decommissioned servers so that these components can be reused.




	Reuse/Redistribute

	Redistribution of any excess component inventory.




	Recycle

	Maximizes the recycling of all data center material, including the electronic equipments.






In 2015, 19% of servers Google deployed were re-manufactured machines.

In 2016, 22% of the components Google used for machine upgrades were refurbished inventory.

In 2016, 36% of servers Google deployed were re-manufactured machines. Server upgrades and repairs also tap the refurbished inventory pool.

In 2017, over 2.1 million units were resold by Google and productively reused by other organizations around the world.

In 2016, six of Google’s 14 data centers reaching 100% landfill diversion rate.

References:


	https://sustainability.google/projects/circular-economy/

	https://storage.googleapis.com/gweb-sustainability.appspot.com/pdf/data-center-case-study.pdf







6.4.5 E.Datacenter.8:

On September 4, 2018, Microsoft South Central US datacenter outage took down a number of cloud services. A lot of cloud services where impacted as shown in Figure 34.

Outage happened due to lightning which strikes storage servers and damaged it. It took almost 21 hours to recover from damage and get back to usual business.


[image: Figure 34: Microsoft Outage [116]]Figure 34: Microsoft Outage [116]

References:


	https://devblogs.microsoft.com/devopsservice/?p=17485

	https://www.zdnet.com/article/microsoft-south-central-u-s-datacenter-outage-takes-down-a-number-of-cloud-services/






6.5 Datacenter Xin Gu sp20-516-227 ☁️


6.5.1 E.Datacenter.2.b


6.5.1.1 Indianapolis Data center

Indianapolis Data center locates in downtown Indianapolis, Indiana. The data center has been expanded and updated since 1994, and now there are two data carrier hotels, IND1 [117] and IND2 [118]. These two data center has 41,500 sq.ft facility area, 14 MW on-site power provided by A/B diesel power generators with N+1 design, and connectivity to 20 network providers. IND2 has 10 MW on-site power and 31,500 sq.ft dedicated facility areas. It features MotiveAir’s ChilledDoor solution, which could hold cabinet capacity up to 35KW. Both facilities are under 247365 multilevel physical security service with staff and monitors.


[image: Figure 35: High Speed Optical Metro Transport Ring Between IND1 and IND2 [119]]Figure 35: High Speed Optical Metro Transport Ring Between IND1 and IND2 [119]

The high speed optical metro transport ring between IND1 and IND2 was shown in Figure 35. This metro fiber ring provide provide 1G to 100G capacity across IND1 and IND2 [120].

Take average cost $ 0.075 per kWh for running diesel generator, the yearly cost for energy is about 9 Millions.




6.5.2 E.Datacenter.4


6.5.2.1 Tidal Energy

Tidal energy is the energy converted from the tidal force created by sun-moon and earth rotation. Tidal energy could be extracted from the moving masses of water by tidal turbines. There are different tidal energy technology, including building tidal barrages, underwater tidal turbines, tidal fences [121], and tidal snake [122]. Tidal barrages are structures similar to a dam. Electricity can be generated when water goes in and out of the barrage by controlling the sluice gate. Underwater tidal turbines look like wind turbines but underwater, shown in Figure 36. Tidal fences are aligned tidal turbines on a fence on the sea bed, and they generate energy when water passes the fence. Tidal snake [122] generates electricity when floating on the surface of the sea, shown in Figure 37.


[image: Figure 36: Tidal Turbine [121]]Figure 36: Tidal Turbine [121]


[image: Figure 37: Tidal Snake [122]]Figure 37: Tidal Snake [122]

The minimal difference in tidal is 10 feet to produce energy economically. Due to the expensive cost of the tidal energy facility and specific natural condition requirement, tidal energy is not widely used but in the stage of exploring and testing.

SIMEC Atlantis Energy plans to launch a data center in 2024, and the data center will be powered by tidal energy in Scottish Highland [123]. It is the first sea powered hyperscale data center in the world. MeyGen will be the source of energy for the data center, which is a tidal energy facility launched in 2010 by SIMC Atlantis. Currently, MeyGen has a power capacity of 6MW with the potential to scale up to 398MW [124].

The MeyGen is the world’s largest and only commercial multi-turbine array project. Figure 38 shows the ocean turbine which will be installed on individual foundations under the sea with dedicated subsea cable array connected to ashore [124].


[image: Figure 38: Ocean Turbines of the MeyGem [124]]Figure 38: Ocean Turbines of the MeyGem [124]




6.5.3 E.Datacenter.5

China

China is growing fast in installed renewable capacity. By 2019, China has a total installed renewable power capacity of 820 GW, with an increment of 5.8% comparing with 2018 [125]. Figure 39 shows that in 2019, the installed hydropower, wind power, and solar power capacity grew 5.7%, 10.9%, 26.5%, respectively. By the end of 2019, the total renewable energy, including hydropower, wind power, and solar power, is 1931 GWh [125].


[image: Figure 39: Year on Year growth in Power Production 2018-2019 in China [125]]Figure 39: Year on Year growth in Power Production 2018-2019 in China [125]

From 2010 to first half of 2019, China ranks first with renewable energy investment of $758 billion, which makes up 31% of the global total investment with $288.9 billion in 2018[126]. With a large amount of investment, innovations and technology development are on a fast track, the renewable power market is expanding quickly, which significantly reduced the cost of renewable power technology.

Considering China’s high demand for energy, thermal energy is still the main source including coal, gas, oil, and biomass (69% in 2019), shown in Figure 40. Among all thermal sources, coal takes large share. By 2050, China expected to deduce coal consumption to 30%-50%. As the world’s largest population, China is making a great effort in developing renewable energy, which will help protect the environment and benefit generations [127].


[image: Figure 40: China’s Electricity Mix 2019 [125]]Figure 40: China’s Electricity Mix 2019 [125]



6.5.4 E.Datacenter.8

Aug 22, 2013, Apple′s iCloud suffered an outage for about 12 hours, and about 11% of users (25 million people) had no access to iCloud services, including iCloud document, photo stream, apple pay and etc [128]. The estimate cost of this outage is $2.4 million [129].




6.6 Datacenter: Prateek Shaw sp20-516-229 ☁️


6.6.1 E.Datacenter.3: Your own Carbon footprint

19 tons CO2eq/year Which is 57 % Better than Average



6.6.2 E.Datacenter.4


6.6.2.1 Renewal Energy - Thermal

Thermal energy is a kind of energy that is related to the temperature of matters and also called heat energy. The energy which comes from heated matters is called thermal energy.

Data centers are producing a lot of heat from IT equipment and the cooling system is the second-largest consumer in a data center after the Information Technology (IT) equipments.Geothermal energy can be used for heating and cooling purposes for data centers.

Below are some of examples


	American College Testing(Iowa)



	Prairie Bunkers, LLC(Nebraska)



	Verne Global(Iceland)






6.6.3 E.Datacenter.5

Below are examples of companies that renew waste heat.

IBM: The hot air generated by the Uitikon center will flow through heat exchangers to warm water that will be pumped into the nearby pool. The town covered the cost of some of the connecting equipment but will get to use the heat for free [130]. IBM has mentioned that waste heat is enough to warm 80 homes or one swimming pool.

Oracle: Oracle is recycling waste heat base on the environment where its data center located. The data center in West Jordan, Utah uses waste heat from the IT equipment for space humidification in the winter, evaporative cooling in summer, and reduced primary airflow to the IT equipment.The system uses the waste heat from the IT equipment to evaporate water into moisture instead of using additional energy to generate steam.

The hot air from the IT equipment mixed with cold and dry outside air flows over a wet media where it picks up moisture and gets humidified as shown Figure 41 and Figure 42, [131].


[image: Figure 41: Schematic of air-handling unit[131]]Figure 41: Schematic of air-handling unit[131]


[image: Figure 42: Cooling energy use vs. ambient wet-bulb temperature[131]]Figure 42: Cooling energy use vs. ambient wet-bulb temperature[131]



6.6.4 E.Datacenter.8

The biggest risk of the data center is power outages. According to the Ponemon Institute LLC study(2016), the average cost of a data center outage has steadily increased from $505,502 in 2010 to $740,357.

The delta airline canceled about 1,000 flights on the day of the outage and also ground an additional 1,000 flights over the following two days [132] .And also it agreed to give refunds.

Delta shares were down 0.6 percent due to this outage [133] .

Below is Delta airline power outages details.




	Key
	Value





	Date
	August 08 2016 2:30 AM ET



	Datacenter
	Delta



	Category
	Power Outrage



	Description
	lost power at its operations center in Atlanta



	Duration
	2 days



	Impact
	large



	Cost impact
	>$150 million







6.6.5 Citation


	Ponemon Institute 2016-cost-of-data-center-outages



	Oracle Data Center



	Delta data center outage cost



	Data-center-used-to-heat-swimming-pool



	Geothermal-data-centers



	Geothermal



	Oracle operations






6.7 Datacenter Ashley Thornton sp20-516-230 ☁️

🅾️ some bibtex labels are not ok, look in the proceedings and check


6.7.1 E.Datacenter.1

The data center owned by eBay located in Salt Lake City, UT has a load of 18,000 kW [134]. Using the Salt Lake City average cost of $0.08 per kWh [135], the annual cost of operating this center is approximately $12,661,704, or 12.6 tons of carbon emission. It was built in 2013. All electricity necessary to operate the data center is produced on site, making it unique.



6.7.2 E.Datacenter.3

Based on the carbon footprint calculator [136], I personally produce 64 tons of carbon per year, which is 5% better than average. The main category is in food due to eliminating meat and dairy from my diet, with the rest of the categories being average or slightly better than average.


[image: Figure 43: Personal Carbon 🅾️ bad choice of label ???]Figure 43: Personal Carbon 🅾️ bad choice of label ???



6.7.3 E.Datacenter.4

Recycling is the process of reusing materials that would normally be waste. Many people recycle within their own homes, and companies purchase recycled material. They are able to reuse the material making into products such as clothing, shoes, and other consumer goods.

Within data centers, one of the largest forms of waste is heat. A variety of companies are recycling this heat waste by redirecting it to nearby buildings, greenhouses, and swimming pools [137]. Some companies that recycle their waste heat include Telecity, Telehouse, IBM, Academica, Notre Dame, and Quebecor.



6.7.4 E.Datacenter.5

An example of a country with renewable resource efforts is Iceland and its geothermal power plant, located on a volcano in Hellisheidarvirkjun. It is one of the largest geothermal stations in the world. It provides electricity to the entire city of Reykjavik, Iceland’s capital. It first began producing electricity in 2006, and has been expanded multiple times. Today, it produces 303 MW of electricity and 400 MW of thermal energy. The energy is created through steam coming out of 30 wells, each 2000-3000 meters deep [138].

A few years ago, I traveled to Iceland and had the opportunity to visit this power plant in person. While Iceland has a very high cost of living, our tour guide explained that Iceland’s energy is extremely cheap due to this power plant. It is so cheap, in fact, that instead of turning down the heat when homes and businesses get too hot, residents simply open the door! I also learned that the energy from this plant is used to heat the streets and sidewalks of downtown Reykjavik, which I personally experienced was very effective. Even though I travelled to Reykjavik in the middle of winter, the streets and sidewalks of downtown were always free of snow.



6.7.5 E.Datacenter.6

One technology used to cool data centers is chilled rack doors. These allow for the cooling of specific systems without impacting nearby units. These rack doors are filled with temperature-controlled water with programmable thermostats and work to cool the respective system through fans [139].

Another cooling technology is direct-to-chip cooling. These also use water to cool, but instead the water runs through pipes and directly to the motherboard. This technology is not as popular as chilled rack doors [139].



6.7.6 E.Datacenter.7

The main lesson to take away from the Nature Article is an awareness of the impacts of humanity’s desire and demand to have information and entertainment available at their fingertips. Datacenters are required to transmit data to users, and datacenters have a negative effect on the environment. While datacenters have made great strides to lessen their carbon emissions through hyperscale, essentially stripping servers down to the bare minimum needed, expected emissions are forecasted to increase dramatically as the demand for data continues to increase [140].

Additional information found is that companies’ promises to shift completely to renewable energy sources are pacing slowly. For example, only 4% of Google’s datacenters are powered by renewable energy, although they promised a 100% shift. China is a major contributor of carbon emissions due to its vast availability of cheap coal. Overall, the most effective way to reduce carbon emissions is by reducing demand for data [141].




6.8 Datacenter Brian Kegerreis sp20-516-231 ☁️

🅾️ use empty lines

🅾️ add bibtex

🅾️ convert things such as (https://storage.googleapis.com/gweb-sustainability.appspot.com/pdf/24x7-carbon-free-energy-data-centers.pdf) to bibtex.

🅾️ remove sources convert to bibtex and use labels in text where needed


6.8.1 E.Datacenter.4


6.8.1.1 Wind energy

Wind energy uses wind turbines to generate power.

Google uses power purchasing agreements to offset the cost of its datacenters even when their power needs cannot be directly met at all times by renewables. In 2017, their data center in Finland had a carbon-free day on which its power consumption was matched by Google-contracted wind energy (https://storage.googleapis.com/gweb-sustainability.appspot.com/pdf/24x7-carbon-free-energy-data-centers.pdf).

Amazon goes one step further, building its own wind farms to power its datacenters (https://aws.amazon.com/about-aws/sustainability/).




6.8.2 E.Datacenter.5


6.8.2.1 India

Under the Paris Agreement, India has a goal to generate at least 40% of its power from non-fossil sources. To help accomplish this, the Indian government charges a tax on produced and imported coal. As of 2017, investment in renewables has outpaced investment in fossil fuels. The government is also looking to implement solar-powered pumps in rural regions to support the use of renewable energy and increase profits for the farmers who use the pumps. Finally, the government recently announced an initiative called Faster Adoption and Manufacturing of Hybrid and Electric Vehicles, which will provide subsidies to support the purchase of electric cars


6.8.2.1.1 Sources

https://climateactiontracker.org/countries/india/

https://www.reuters.com/article/us-india-electric-policy/india-approves-14-billion-electric-vehicle-incentive-scheme-idUSKCN1QH29F





6.8.3 E.Datacenter.8

In September 2018, lightning strikes interefered with a Microsoft data center in San Antonio, Texas, causing equipment to shut down and leading to an outage of Azure DevOps services. The outage affected 40 Azure services for the entire South Central US region and lasted over a day. Because Microsoft did not yet have Availability Zones in place in the South Central US region, there were no other data centers users could access during the outage. #### Sources https://www.datacenterknowledge.com/microsoft/azure-outage-proves-hard-way-availability-zones-are-good-idea

https://www.datacenterknowledge.com/uptime/microsoft-blames-severe-weather-azure-cloud-outage

https://devblogs.microsoft.com/devopsservice/?p=17485




6.9 Datacenter, Ashok Singam sp20-516-232 ☁️


6.9.1 E.Datacenter.1: Define carbon footprint of data centers

Carbon footprint of a data center is Carbon dioxide emission coefficient of a Data Center



6.9.2 E.Datacenter.2.b: Clonee Data Center


6.9.2.1 Overview

Facebook broke ground on the Clonee data centre in 2016 and the first building became operational in December 2017. The centre is built on a 250-acre site. Brookfield Renewable supplying 100% renewable wind energy to this Data Center [142].

Figure 44 shows a data center in Clonee Ireland.


	Location: Clonee, Ireland

	Company: Facebook

	Building Sqrt: 1,600,000



	Electricity Use: 200,000Mwh



	GHG Emission: 82,000metric tons



	Water withdrawl: 188,000 cubic meters



	Construction Cost: €300m





6.9.2.2 Clonee Campus History


	2015: Granted permission to build the campus

	April 2016: Construction began

	2017: Announced it was adding a 28,000sq m (301,400sq ft) building and administrative space to bring the facility to 86,000sq m (925,700sq ft).

	March 2019: FB announced that it would almost double the facility




[image: Figure 44: Data center in Clonee, Ireland [143]]Figure 44: Data center in Clonee, Ireland [143]




6.9.3 E.Datacenter.3: My own carbon foot print


	My own carbon foot print: 13.30 metric tons

	US average carbon foot print: 16.49 metric tons





6.9.4 E.Datacenter.4: Recyclers

Recycling is linked with renewable energy as it helps in replenishing the natural resources of the earth. One of the biggest sources of renewable energy is heat. The concept of heat reuse is has been proven in high energy use facilities such as laboratories. Typical laboratory systems take energy from the exhaust air to precondition outside air. A similar concept exists for energy recovery ventilators in office buildings.

A growing number of data centers are redirecting the heat from their hot aisles to nearby homes, offices, greenhouses and even swimming pools. The ability to re-use excess heat from servers is being built into new data centers, helping to improve the energy efficiency profile of these facilities.


6.9.4.1 How Server Heat Recycling Works

Temperatures in most data center hot aisles range from 80 to 115 degrees Fahrenheit. Data centers can use heat pumps to boost the temperature of the waste heat, making it more valuable for use in district heating, often by transferring the heat to liquids that are easier to transport and incorporate into heating systems [144].

Some interesting examples of heat recycling are:

Telecity (France):

Telecity is using waste heat from its Condorcet data center in Paris to heat an on-site Climate Change Arboretum

IBM (Switzerland): An IBM data center in Switzerland is being used to heat a nearby swimming pool.

IBM and Syracuse University (New York): A data center built by IBM and Syracuse University uses gas-powered micro-turbines to generate on-site power. During the winter, the 585 degree F (307 C) exhaust from the micro-turbines flows through heat exchangers to produce hot water, which is then piped to a nearby office building to be reused in the building’s heating system.

Notre Dame University (Indiana): The Notre Dame Center for Research Computing has placed a rack of high-performance computing (HPC) nodes at a local municipal greenhouse, the South Bend Greenhouse and Botanical Garden, to help heat the flowers and plants in the facility.

Facebook Cloud campus in Odense, Denmark: Facebook expects the Odense system will warm 6,900 homes by data center servers in Stockholm and other European cities that employ district heating.

Data centers may soon recycle heat into electricity too. Rice University researchers are developing a system that converts waste heat into light and then that light back into electricity.




6.9.5 E.Datacenter.5: Iceland: Efforts towards renewable energy:

Iceland is a leader in renewable energy. It has remarkable geography and geology that provides both hydro- and geothermal resources. Icelanders make use of these natural resources, an important step in helping transform the population from a poor, coal reliant society to one currently enjoying very high living standards. Iceland is the only country in the world which obtains 100% of its electricity and heat from renewable sources.

87% of its electricity comes from hydro-power, and the remaining 13% from geothermalpower. Icelanders are pioneers in the use of geothermal energy for space heating, with 90% of Icelandic households heated with geothermal water. Clean and affordable hot water is brought directly from boreholes to houses via pipelines. The remaining buildings are heated with electricity from renewable sources. Iceland’s unique geology allows it to produce renewable energy relatively cheaply, from a variety of sources. There are over 200 volcanoes located in Iceland and over 600 hot springs. There are over 20 high-temperature steam fields that are at least 300 °F. All these sources allowing Iceland to harness geothermal energy [145].



6.9.6 E.Datacenter.6: Data Center Cooling Technologies

Cooling systems have evolved over the years. Traditionally, there are two ways of cooling a data center. Figure 45 shows cooling using air and liquid.


	air-based cooling

	liquid-based cooling



Data center smart assistant is a new and innovative way of cooling a data center. It is reported that the amount of money spent on cooling is more than required. A smart assistant like AdeptDC helps data centers save on costs as it identifies and lets the data center manager know when and how much cooling is needed. It uses smart cooling and machine learning to read CPU and GPU temperatures and processes that data in real time. This software will help data centers become more cooling efficient.


[image: Figure 45: Liquid and Air Cooling [146]]Figure 45: Liquid and Air Cooling [146]



6.9.7 E.Datacenter.7: Nature

Demand for Internet and mobile-phone traffic skyrocketting, the information industry is going to cause an explosion in energy use. The total electricity demand of information and communications technology (ICT) is likely to increase about 15-fold by 2030 and may require 40,000TWh of energy. Scientists in academic labs and engineers at some of the world’s wealthiest companies are already exploring ways to keep the industry’s environmental impact in check. They are streamlining computing processes, switching to renewables and investigating better ways to cool data centres and to recycle their waste heat. By 2020 efficient Hyperscal data centers are predicted to replace smaller, less efficient data centers. Systems like Autoscale invented to reduce the number of servers that need to be on during low-traffic hours. This led to power savings of about 10–15%.

Computers in a data center work 24/7 at tremendously high rates that they get exceptionally hot. Sophisticated cooling systems need to be applied for these computers to continue working without overheating. Exploring innovative cooling solutions and making existing ones cheaper will become more important in coming years.



6.9.8 E.Datacenter.8: British Airways (BA) Data Center outage

An IT outage on May 27 that caused British Airways (BA) to cancel more than 400 flights and strand 75,000 passengers in one day. The airline was forced to ground hundreds of flights when its CBRE-managed Heathrow data center lost power. Later cause of the error was identified as human error. An engineer had disconnected a power supply at the data center near London’s Heathrow airport, and when it was reconnected, it caused a surge of power that resulted in major data center damage. This was no small accident. It’s estimated to have cost BA as much as 100 million euros [147].




6.10 Data Center sp20-516-233 Holly Zhang ☁️
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6.10.1 E.DataCenter.2.b

The Maiden data center owned by Apple totals to 500,000 square feet of space and is located at 5710 Startown Rd, Maiden, North Carolina [148]. During the construction of Maiden, Apple made efforts to curb environmental impacts by using recycled materials and reducing waste. About 14 percent of the materials used in the construction process were recycled materials and 7 percent of the construction waste ended up in landfills [148]. Apple also took the transportation of construction materials into consideration as part of the environmental impact. Materials purchased within 500 miles of the Maiden construction site made up 41 percent of the materials [148].

Maiden currently operates on renewable energies only. The total energy usage is broken down to 73% from solar energy and 27 percent from biogas fuel cells. The biogas fuels cells are operated by Apple, while the solar energy comes from a mixture of Apple’s own solar panels and local energy companies such as Duke Energy. In 2017, these renewable energies provided 273 million kilowatt-hours to Maiden [149]. Maiden also includes features for energy efficient cooling such as outside air cooling and water storage. Outside air is taken in when the temperature is cool and put through a waterside economizer [149]. The cooled water is then stored for later use.



6.10.2 E.DataCenter.4 Thermal

Thermal energy is the energy gained or lost by transferring heat from one place to another. In the case of data centers, thermal energy is often removed from the environment so the equipment can cool down. Data centers located in cooler regions such as Facebook’s Luleå, use naturally chilled air from the outside instead of air conditioning. The walls contain holes with specialized filters that clean the outside air of particles and moisture that may damage the equipment inside [150].

Another form of thermal energy employed by data centers is using the earth underground to cool off pipes in a closed-loop system. This works off of the idea that the earth underground is cooler than the temperature above. These pipes carry water and/or coolant that take away heat from the data center and then dissipates the heat into the earth [151]. The liquid in the pipes is then reused in the closed-loop pipe system to take heat away from the data center and the process is repeated. Data centers that use this form of thermal energy include the American College Testing data center and Prairie Bunkers Data Center Park.



6.10.3 E.DataCenter.5

Google is one of the top purchasers of renewable energy with its multiple contracts that purchase a total of three gigawatts of energy in 2018 [152]. When creating contracts with renewable energy companies, Google has helped create wind and solar farms in areas near their data centers. In areas where access to renewable energy is prohibited for Google, Google works with organizations such as the Re-Source Platform and the Renewable Energy Buyers Alliance to open up that market. Though Google still uses fossil fuels in its operation, in 2017 Google used more renewable energy than energy obtained from fossil fuels [152]. The majority of their renewable energy comes from wind, while solar makes up a smaller portion.



6.10.4 E.DataCenter.8

On December 27, 2018 CenturyLink, a telecommunications company, had an outage that lasted about 37 hours ???. This outage caused multiple services to stop working such as television services provided by Comcast and phone services from AT&T, Verizon, and 911 emergency. Although no one was harmed due to the outage, it is estimated that at least 866 emergency calls were not received and 17 million people in 29 state could have gone without emergency services ???. When considering other phone services, at least 12,100,108 calls were dropped. The outage overall is said to have affected up to 22 million people in 39 states ???.




6.11 Datacenter sp20-516-234 Andrew Goldfarb ☁️
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[153]

[154]



6.11.2 E.Datacenter.2.b

Cyrus One is company with data centers across the world satisfying computing needs for their customers by offering more than 45 data centers globally [155]. The data center highlighted in this exercise is located in downtown Cincinnati, Ohio and is one of five in the metro area.

The data center is used for production co-location, back-up and recovery, and business continuity. While Cyrus one designates different purposes for their data centers this one highlights its focus on disaster recovery. The facility is 425,000 sq feet with 212,000 sq feet designated for co-location specifically. It is Cincinnati’s primary switching facility on the FEMA priority list[156].

The data center has multiple redundant power sources to ensure it has a 100% service uptime. According to the Cyrus One website for this location the data center has 7 dedicated substations, 6 independent circuits to deliver power, and 40000 gallon fueled capacity for 2 dedicated generators. It also has a 13 MW capacity[157].

To normalize the temperature in the facility the Cyrus One downtown Cincinnati data center uses a raised floor design in tandem with multiple cooling systems. This facility uses a water cooling design comprised of 1200 ton Centrifugal chillers and a closed loop chilled water cooling design. It also cools the air with a Hunt Air ACU that has a variable-speed fan system on all halls or levels[[156].



6.11.3 E.Datacenter.3

Per entering my data into the Berkeley Carbon Footprint Calculator, I received a calculated carbon footprint of 20 tons of C02eq/yr. This is equivalent to about 40000 lbs of carbon[158].



6.11.4 E.Datacenter.4

Data centers produce an excessive amount of heat based on the number of servers running in their facilities. Some facilities have started to route their heat to on site and off site locations to be used and recycled for useful purposes such as heating homes, offices, greenhouses, etc[159].

The rows of data centers tend to be heated between 80-115 degrees F. It is common for data centers to use heat pumps to boost the temperature of waste heat to make it more viable for heating external buildings[160]. The heat is often transferred from the air into a liquid or a different medium than just the air. Transferring the heat into liquids can make it easier to transfer the heat generated at the data center and incorporate it into different external heating systems[160].

Facebook and Amazon are making use of this heat recycling technique to make their data centers more sustainable. Heat recycling is also a good way to benefit the community from the perspective of these companies because the heat is often transferred into the larger heating network of the surrounding area once it has been captured. Specifically, the Facebook Odense data center in Denmark makes use of the heat recycling technology in an effort to boost sustainability. This data center captures the heat generated by its servers by heating water coils and heating water which is then pumped to a heat pump facility to further raise the temperature. That water is then distributed to the heating network for the surrounding neighborhood. This data center, according to Facebook, will recover 100000 MWh or energy per year, which is enough to heat 6900 homes[160].

In Seattle Amazon is also making use of recycled data center heat to heat it’s headquarters. The heat recycled from a nearby data center owned by Westin Building Exchange. This system uses the same system of transferring heat to water and then pumping it to the desired building to be heated further as needed and used to heat the building itself[161]. These two examples show the potential of this recycling technique and it’s acceptance by some of the biggest players in the industry. Heat recycling seems on a path to drive more symbiotic relationships between communities and the companies building data centers in the neighborhoods.



6.11.5 E.Datacenter.5

Denmark is a global leader in adopting renewable energy. The government has set aggressive goals for adopting various sources of electricity not based on fossil fuels into the country’s electric grid including wind and hydro electric power. The government set big milestones for the next thirty years. First, the set a goal to get more than half of it’s energy from wind by 2020. Then, it’s larger goal is to be powered 100% by renewables by 2050[162].

As of 2010, the country was still heavily dependant on coal with 44% of total power generated by the fossil fuel[162]. Over the coming years Denmark would shift it’s power generation away from coal. As of the end of 2018 Denmark was the leader in total capacity generated by wind and the second place leader in power generated by hydro electric. Denmark also introduced heat pumps in multiple district networks which allowed for heat recycling to be introduced in areas where data centers were being built, such as Odense[163].

Denmark has developed a global reputation for being a leader in renewables and has come a long way since 2010. According to Ren21’s 2019 report Denmark was the number one country for generating electricity via renewables at 51%, this beat their set goal of over 50% renewable electricity generation by two years. While setting lofty goals for overall power generation, Denmark has set some societal standards that impact the day to day of it’s citizens. The government has set regulations on .9% biofuel mandate for 2020 as well as standards for building efficiency and solar heating requirements. Overall Denmark is global leader in just about every way regarding the push to renewables and could be a good model for many other countries[163].



6.11.6 E.Datacenter.8

In August 2016 Delta Airlines had a significant data center outage that impacted it’s business for a three day period. This outage would cost the airline upwards of an estimated $150 million[164] “illustrating that major airlines have a lot more at stake when designing and managing critical infrastructure than most other data center operators”. This data center outage impacted Delta Airlines for five hours, but would take them three days to right it’s business operations[165].

According to a 2016 study conducted by the Poneman Institute, the mean cost per minute of a data center outage is $8,851. Using that to calculate the total cost of the outage alone, not including estimated business loss for Delta, was $2,655,300[166]. It is easy to see the wide range of the impact a 5 hour outage when considering the outage, on average, cost Delta over $2.5 million, but the total estimated loss for the company was around $150 million. To close the gap from 2 to 150 million dollars in loss the total operational expense must be considered. The outage resulted in Delta having to ground over 2000 flights. This significant number of groundings resulted in delays and cancellations that amounted a to significant number or refunds[165].

Beyond the direct monetary hit Delta took, the impact on the companies reputation must also be considered. The company benefits from people viewing it as reliable and safe for their transportation needs, but if a data center outage can grind their operations to a halt for three days in a specific region impacting thousands of people, Delta loses public trust. Overall, however, the impact of the outage did not impact their investors perception of the company[167]. Assessing the root cause of the outage is critical to understand how to prevent similar situations in the future for such a central component of Delta’s day to day operations. This assessment showed that the center failed due to electrical equipment failure and an insufficient backup system that did automatically kick on[168]. This alone shows a good example of the importance of redundancy in a data center to ensure uptime and prevent extremely costly outage events that impact not just companies, but the people who rely on those companies in their daily lives.




6.12 data center by Yasir Alibadi sp20-516-235 ☁️
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Facebook Prineville Data Center.


6.12.1 data center 1

Facebook datacenter was build in Jan 2010 in Prineville. it cost $200 milloin and it and total building SqFt 307,000. and it was the first facebook datacenter in the world. In 2017 Facebook announced datacenters 4 and 5 that would add more than 900,000 sqft of data center space and 70,000 sqft of administrative office space.and Facebook looking to expand the siz of the faciluty.



6.12.2 data center 2

The facilty is huge and it use massive amoint of elctircty. 71 million kilowatt hours in Prineville last year, 509 million kilowatt hours



6.12.3 data center 3

PUE (power usage effectiveness) of 1.07 at full load. WUE (water use effectiveness) of 0.31 liters/kWH. CapEx lowered by 45%, and reduced OpEx. Higher reliability due to its simpler construction.



6.12.4 data center 4
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6.13.1 E.Datacenter.1: Carbon footprint of a data center



6.13.2 Definition of Key terms

It is really important to understand the terms used to describe the carbon footprint measurement outputs, when determining the true environmental impact of data centers. Some of the key terms used during discussions regarding the environmental effect of data centers are (1) Carbon dioxide emission coefficient (Carbon footprint), (2) Peaker Plant, (3) Avoided emissions and (4) Carbon Dioxide (CO2 or Carbon)



6.13.3 Carbon dioxide emission coefficient (Carbon footprint)

This is measurement of the amount of green house gas including carbon dioxide(CO2) which are released to the environment due to activities such as driving a car/vehicle, maintaining temperature at home by heating/cooling or running a plant etc. In the case of a datacenter, the total amount of electricity that a particular datacenter consumes is calculated to be the carbon footprint of that datacenter. The carbon emission equivalent of the total amount of electricity consumed is defined as the carbon footprint here.



6.13.4 Peaker Plant

Peaker plants are the auxiliary power generation plants that utility companies run during peak electricity demand. These plants are coal-fired and can generate a lot of carbon dioxide. These plants which are older and less efficient, operate depending upon the region’s electricity grid and the demand. So higher the number of these peaker plants in the geographical region of datacenter and depending on how often and how long they are used, they can affect the avoided emission and also increase the carbon footprint of datacenters. This is because, these plants are older and less efficient and can contribute to higher carbon foot print than the regular utility plants.



6.13.5 Avoided Emissions

When the electrical consumption of datacenters are reduced, the demand for power from utility companies are lower. This reduction in electrical consumption in turn can avoid carbon emission and lead to lower carbon footprint. This is what is known as avoided emission. If the reduction in electrical consumption leads to lower usage of Peaker Plants then this avoided emission is enlarged (because peaker plants have larger carbon footprint than regular plants). This avoided emission is a more truthful indicator of carbon benefit than the carbon footprint.



6.13.6 Carbon Dioxide (CO2 or Carbon)

This gas which constitutes 76% of the greenhouse gases in our atmosphere is a major contributor to the greenhouse effect and has a lifecycle of ~100 years. For datacenters, the carbon footprint life cycle includes, the amount of CO2 emitted during the manufacturing process of all the components in a datacenter (Servers, UPS, building shell, cooling etc. which is called the embedded carbon), the operation of the datacenter (electricity consumed), maintenance of datacenters (replacement of batteries, capacitors etc.), and disposal of the datacenter components at the end of the life cycle.



6.13.7 E.Datacenter.2: The carbon footprint of data centers

In terms of the lifecycle perspective, the carbon footprint of a datacenter include multiple phases.The carbon footprint life cycle includes, the amount of CO2 emitted during the manufacturing process of all the components in a datacenter (Servers, UPS, building shell, cooling etc. which is called the embedded carbon), the operation of the datacenter (electricity consumed during the operation), maintenance of datacenters (replacement of batteries, capacitors etc.), and disposal of the datacenter components at the end of the life cycle.



6.13.8 E.Datacenter.2a

Filled the Carbon footprint table given in the link [169]



6.13.9 E.Datacenter.2b

ONE- Phoenix, AZ facility is inaugurated in 2014. This 31 acre Iron Mountain Phoenix facility is 538,000 square foot is size and is also their main headquarters and made at an investment of $70 million dollars [170]. The power consumed at this facility is 8000 kW. When the facility was inaugurated it was the largest commercially-available data center in the United States [171]. There were more than 200 workers involved in the build out of the Phoenix ONE facility – everyone from electricians to steelworkers. The highlight of this facility is its main innovation which is its rooftop solar panels which can supply up to 4.5 megawatts of energy for the data center and a thermal storage system that will allow i/o Data Centers to run chillers for its cooling systems at night when power rates are lower. The building’s energy efficiency features include low-power LED lighting on the data center floor, ultrasonic humidifiers for climate control, highly efficiency computer room air handlers (CRAHs) using plug fans, high-efficiency chillers, and perimeter flooring made from recycled car tires. The availability of solar energy has made Arizona a hot spot for data centers.

The carbon footprint was calculated using the calculator. The power consumption was 8000kW and the average $/kW used was based on the phoenix utility companies website [169].



6.13.10 E. Datacenter.3

My carbon footprint is 11464.



6.13.11 E. Datacenter.4

The renewable energy that I took is solar. Solar energy is from the sun that is converted into thermal or electrical energy. It is the cleanest and most abundant renewable energy source available. In this energy photovoltaic cells are usually used to capture sun’s rays and convert them into power. Some of the datacenters that use solar energy are


	Emerson Network Power (Missouri)


	AISO.net (California)


	i/o Data Centers (Arizona)


	Sonoma Mountain Data Center (California)


	Intel (New Mexico)


	WorldBackups.net (United Kingdom)






6.13.12 E.Datacenter.5

Germany has the distinction of the world’s first major renewable energy economy. In Germany the major sources of these renewable energy are wind, solar and biomass [172]. As of 2016, Germany had the 3rd largest photovoltaic installed capacity (40GW). It also occupies the third and second place in wind power capacity and offshore wind respectively. The share of electricity from renewable energy sources in Germany has reached 36.2% as of 2017 [172]. The government is also working on the commercialization of renewable energy particularly offshore wind farms. The Energiewende, Germany’s energy transition, defines an important change in energy policy from 2011.Germany has a 2030 renewable energy target of ≥50% of the gross electricity consumption which will increase to more than 80% by 2050. Germany’s renewable energy sector is among the most innovative and successful worldwide. Some of the wind-power companies based in Germany are Enercon, Nordex, REpower Systems, Siemens, and Fuhrländer.



6.13.13 E.Datacenter.6

Immersion cooling is a server cooling solution that is particularly used in green data centers[173]. In this the computer components including the servers are submerged in a thermally conductive dielectric coolant. IT components cooled in this manner do not require fans or a heat exchanger. Since the fluid must be non-conductive, there are only four families of fluids that can be used (1) Deionized water (2) Mineral oil (3) Fluorocarbon-based fluids and (4) Synthetic In this type of cooling, evaporation can pose a problem. Therefore, the liquid is regularly refilled or sealed inside the enclosure.

Rear door heat exchangers (RDHx) are another type that are used for dense server environments where racks use 20 kWh or more of power [174]. A typical system use radiator-like doors attached to the back of racks with coils or plates for direct heat exchange using chilled water or coolant.



6.13.14 E.Datacenter.7

There is data that U.S. data centers consumed 70 billion Kwh of electricity in 2014, equivalent to the electricity that 6.4 million American homes used. People don’t realize Netflix streaming, face book like mobile applications and other services we routinely use now a days use datacenters and cloud services. With the rise of technologies like 5G networks, robotics, AI, cryptocurrencies etc. the demand for datacenters are going to rise and so does their carbon footprint. Around 3 million data centers operate in U.S. which is roughly one for every 100 Americans[175]. Big corporations despite their pledges to shift to 100% clean energy, only 12% of Amazon’s Loudoun County data centers and 4% of Google’s are powered by renewable energy according to Greenpeace. China’s data center industry is the world’s second-largest, comprising 8% of the global market. China accounts for half of global coal consumption and thier clean energy industry is still developing. China’s data centers emitted 99 million tons of carbon dioxide in 2018 and unless industry addresses its energy consumption, will emit two-thirds more by 2023 according to Greenpeace and North China Electric Power University. Everyone can contribute to the carbon footprint reduction of datacenters. The consumers can make some adjustment to their consumption for example by streaming YouTube videos on medium quality rather than high-definition which could save over 75% of carbon and water used. Whereas utility companies and governments can take the lead on converting to renewable energy and better supply chain and infrastructure. Google’s latest datacenter is going to be built with solar energy and there are other datacenters powered by solar as well[176]. In 2019, a global survey was conducted on Vertiv’s behalf, to predict the percent of data center power that would come from wind and solar in the year 2025. The response from 600 datacenter professional was 13 percent of data center power would come from solar and eight percent from wind which is every five kilowatt-hours coming from the two renewable sources [177].



6.13.15 E.Datacenter.8



6.13.16 Azure Outage September 2018

On September 4, 2018, Microsoft’s Visual Studio Marketplace (VSTS) (now called Azure DevOps) underwent an extended outage in the South Central US region, affecting customers. Due to cross-service dependencies, the outage impacted customers globally. When high energy storms hit southern Texas early on 4th September morning, multiple Azure data centers in the region were impacted by voltage sags and swells. A lightning strike caused one of the data center to switch to generator power and also overloaded suppressors on the mechanical cooling system, resulting in a shut down. Its thermal buffers were depleted resulting in rising temperatures to the point where actual hardware, including storage units and network devices, were damaged.

Due to this outage, Azure resources that Marketplace depends on (largely Compute, Storage and SQL) were down and this also took down the single instance Marketplace service completely for close to 31 hrs. This led to global impact such as for extension consumers: Browsing or searching extensions within VS IDE, VS Code or directly at Marketplace, Extension acquisition Extension update of already acquired extensions and for extension publishers: Extension publish: both new and update to existing extensions. Also general slowdowns, errors in the Dashboard functionality, and inability to access user profiles stored in South Central US.

This issue was covered by a large number of media outlets including The register, Redmond magazine, Zdnet, Rcp magazine, Geekwire etc.
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6.14.1 E.Datacenter.2.b

The Facebook Prineville Data Center is located in the town of Prineville, OR. It opened on January 20, 2010. It has been expanded multiple times over the years and is currently in the middle of it’s latest expansion which will bring it to essentially 5 data centers [178] in one that brings the total campus size to about 3.2 million square feet [179]. The thing that stands out to me about this data center is it’s energy efficiency. Per Facebook this is one of the most energy efficient facilities of it’s kind in the world [179]. This latest expansion will allow them to become 100% solar powered [179]. Per Facebook their PUE is between 1.06 and 1.08 [179] which is pretty outstanding given that the average PUE in 2019 for major data centers around the world was 1.67 [180].



6.14.2 E.Datacenter.4

Wind energy is a renewable source of energy that has been leveraged as such for longer than most types of renewable energy. As early as 2000BC humans were using wind energy as an energy source [181]. Early use cases for wind energy were things like windmills for crushing grain or pumping water but today the technology has evolved significantly. You can find wind turbines today that have blades 184 feet long on average and around the height of the Statue of Liberty coming in at about 290 feet tall [182]. With the advancements in the technology it has the ability to generate more energy than ever. Per Hartman [182], “The United States’ wind power capacity was 96,433 megawatts at the end of 2018, making it the largest renewable generation capacity in the United States. That’s enough electricity to offset the consumption of 25 million average American homes”.

Given the higher energy output and lower cost of wind energy it has started to be used more to power data centers. One example of this is Microsoft’s Cheyenne, Wyoming facility [183]. The data center is run completely using wind energy and it’s total power consumption is around 200 MW per year [184]. This is a part of Microsoft’s goal to become more and more renewable energy dependent and brings the company’s total wind capacity to 500 MW across the United States [183]



6.14.3 E.Datacenter.5

Iceland is a great example of a country committed to renewable energy. It has developed it’s in-country sources of renewable energy to the point where 85% of their primary energy needs are met from these. Iceland has been fortunate on this quest with it’s geography and geology that give it access to abundant sources of both hydro and geothermal sources of energy [185]. The use of renewable energy has not just benefited the environment but has been transformational for the Icelandic society. They went from being a poor, coal reliant society to one currently experiencing a very high standard of living due to the economic boost of producing almost all of their energy in-country and the private investment uptic from environment conscious companies looking to limit the carbon foot print of energy intensive facilities such as data centers [185]. In addition, most Icelandic homes (90%) are now heated by geothermal water that is piped in from nearby boreholes making affordable, clean water available to almost everyone [185].



6.14.4 E.Datacenter.8

The impact of a major data center outage can be felt not just by the companies hosting their services inside the datacenter but by the broader extended internet community. To the operator alone the costs can be very high. Per Cloudscene [186] outage downtime costs for operators in 2018 was $260,000 on average. The total cost including downstream impact is difficult to assess. An example of such an outage was the Facebook outage in March of 2019. It was a 14-hour outage that didn’t only impact it’s users but also it’s advertisers around the world. Messenger, Instagram, WhatsApp and Facebook Workplace went down together with the main Facebook platform. Per Cloudscene [186], Facebook is still investigating the total impact but they speculate that it’s very large given that Facebook’s daily ad revenue stands at around $250 million making any downtime very expensive for Facebook directly but also expensive for their customers who’s lost revenue due to advertising down time is much harder to quantify.
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6.15.1 E.Datacenter.2 - Apple Data Center, Mesa Arizona

Apple used over 1.3 billion kWh of electricity in fiscal year 2018 to power their data centers and other co-location facilities around the world and 100% of this electricity comes from renewable sources. With this effort, Apple was able to avoid equivalent of more than 466,000 metric tons of CO2 emission [187].

Apple’s global command data center in Mesa, Arizona opened in March 2017 and it uses 100% renewable energy since opening.

In fiscal year 2018, the Mesa data center utilized 104 million kWh of renewable energy, which is equivalent to the energy used by 8,390 Arizona homes, and with zero effective CO2 emission. This is equivalent to avoiding 49,330 meric tons f CO2 emission, which is generated by default grid mix at Salt River Project in Arizona.



6.15.2 E.Datacenter.3 - My Own Carbon footprint


	Calculator: https://coolclimate.berkeley.edu/calculator


	My own carbon footprint: 49 tons CO2/eq per yer (98000 pounds) (see Figure 46).





[image: Figure 46: My Own Carbon Footprint[188]]Figure 46: My Own Carbon Footprint[188]



6.15.3 E.Datacenter.4 - Hydro Power: Renewed Through Natural Water Cycle

To meet the high power demand from data centers and to minimize the carbon emission, hydro power is a great choice.

In simple terms, hydro power starts with with energy from the sun. The heat from sun causes water to evaporate and form the clouds after condensation. Clouds are blown about by the wind and when the droplets and ice crystals that form clouds become too heavy, they fall back onto the ground as rain or snow. The water then flows through the rivers, and generating stations harness this cycle to produce electricity [189] (see Figure 47).


[image: Figure 47: Natural hydro power cycle [190]]Figure 47: Natural hydro power cycle [190]


6.15.3.1 Vantage Data Centers - Québec City Data Center Campus, Québec, Canada

Vantage data centers is a leading provider of co-located data centers solutions in North America. Their largest data center in Canada is located at Québec City. With 21MW capacity upon complete development, the data center utilizes nearly 100% hydroelectric power, which creates very little greenhouse gas and no harmful waste to the environment [191].




6.15.4 E.Datacenter.5 - Québec, Canada - Utilizing Green, Reliable And Affordable Energy

With its cool climate, a geographical location that protects it from natural disasters like major earthquakes, and abundant, affordable sources of energy, Québec has become an ideal location for data centers.

Québec province in Canada is the largest producer of hydropower in Canada, with an installed capacity of 36.9 GW and a storage capacity of 176 TWh. Hydropower accounts for 99.8% of all energy produced in Québec and Hydro-Québec is the largest hydropower producer, which transmits and distributes electricity to most of the data centers in the region [192].

In 2015, the electricity produced in Québec accounted for 32% of Canada’s total power generated from all sources, but was responsible for only 1% of GHG emissions linked to electric utilities.

Overall, GHG emissions from Québec hydropower (run-of-river generating stations and generating stations with reservoirs) are similar to those from wind, five times lower than those from photovoltaic solar, 50 times lower than those from natural gas-fired plants and 70 times lower than those from coal-fired plants [189].

Today Québec is not only home for data centers from major providers like Google, AWS, IBM but also for many co-located data center providers like Vantage, Cologix.



6.15.5 E.Datacenter.8 - Facebook Data Center Outage in March 2019

In March 2019, Facebook suffered it’s worst outage in a decade. The 14-hour outage affected millions of its users and advertisers around the world. Services including Messenger, Instagram, WhatsApp and Facebook Workplace went down during this outage. Many other services that use Facebook credentials were unable to authorize user login and were impacted during this period [193].


	Date: March 13th 2019

	Data Center: Facebook

	Category: Configuration Error

	Description: Due to server configuration changes

	Duration: > 14 hours

	Impact: Large. More than 2 billion people impacted.

	Estimate Cost Impact: Approximately $80-90 million (based on the figures reported by Facebook)



Source: [194]




6.16 Data Center, Sara Lam, sp20-516-239 ☁️
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6.16.1 Data Center 2, Apple Reno NV Data Center

Apple’s Reno data center was opened in 2012. It was designed to use 80% of water for cooling than previous data centers. It received the U.S. Green Building Council’s LEED certification for conserving water and energy, reducing waste, and using renewable energy [195]. The data center is 375,000 sqft. It uses 100% renewable energy through the Neveda Green Rider solar project.

Figure 48 shows Apple Reno, Nevada Data Center


[image: Figure 48: Apple Reno, Nevada Data Center ???]Figure 48: Apple Reno, Nevada Data Center ???


6.16.1.1 Reference

https://www.nnbw.com/news/apple-finishes-reno-warehouse-announces-northern-nevada-expansion/#

https://www.apple.com/environment/pdf/Apple_Environmental_Responsibility_Report_2019.pdf

https://www.datacenters.com/apple-inc-reno

https://www.leg.state.nv.us/App/NELIS/REL/79th2017/ExhibitDocument/OpenExhibitDocument?exhibitId=26170&fileDownloadName=0215_CauPa-NV%20Energy.pdf




6.16.2 Data Center 3, My Own Carbon Footprint

Figure 49 shows my own carbon footprint


[image: Figure 49: My Carbon Footprint ???]Figure 49: My Carbon Footprint ???


6.16.2.1 Reference

https://coolclimate.berkeley.edu/calculator




6.16.3 Data Center 4, Other Renewable Energy - Biogas Fuel

Biogas fuel cells transform waste streams directly into electricity, with zero emissions.

Biogas is the mixture of gases produced by the breakdown of organic matter in the absence of oxygen (anaerobically), primarily consisting of methane and carbon dioxide. Biogas can be produced from raw materials such as agricultural waste, manure, municipal waste, plant material, sewage, green waste or food waste. Biogas is a renewable energy source [196].

Figure 50 shows how biogas is generated [197]:


[image: Figure 50: Biogas Fuel ???]Figure 50: Biogas Fuel ???

Apple has data centers using biogas fuel cells, including Maiden, NC and Cupertino, CA.


6.16.3.1 Reference

https://fleet.ie/biogas-a-safe-sustainable-and-economical-solution-to-decarbonise-fleets/

https://www.apple.com/environment/pdf/Apple_Environmental_Responsibility_Report_2019.pdf




6.16.4 Data Center 5, UPS Efforts towards Renewables

UPS, the global logistics company, aims to reduce absolute Greenhouse Gas emissions 12 percent across our global ground operations by 2025 with these 3 targets:


	Source 25% of total electricity needs from renewable sources by 2025;

	Source 40% of ground fuel from low carbon or alternative fuels by 2025; and

	Expand their laboratory – 25% of annual vehicle purchases by 2020 will be alternative fuel and advanced technology vehicles



UPS uses an integrated pickup and delivery system to optimize network to reduce inefficiency and environmental impact. The company uses a “rolling laboratory” of more than 10,000 vehicles to using alternative fuels, e.g. electric, electric hybrids, e-bikes, hydrogen fuel cell, hydraulic hybrid, propane, compressed natural gas (CNG), and liquefied natural gas (LNG).

UPS reports its progress on sustainability goals. By 2020, UPS has 25% of total vehicles purchased annually that are alternative fuel or advanced technology vehicles.


6.16.4.1 Reference

https://sustainability.ups.com/sustainability-strategy/environmental-responsibility

https://sustainability.ups.com/progress-report/ceo-message

https://sustainability.ups.com/progress-report/goals-and-progress/




6.16.5 Data Center 8, Data Center Outage

Google Cloud was down on June 2, 2019. Services were disrupted for up to 4.5 hours. The root cause was a configuration change for a small group of servers in one region being wrongly applied to a larger number of servers across several neighboring regions. Although Google’s engineers detected the issue within seconds, but it took far longer than its target of a few minutes to remediate the problem, in part because the network congestion hampered engineers’ ability to restore the correct configurations. Impacted companies include Snapchat, Vimeo, Shopify, Discord, Pokemon GO. Google’s own services were also affected, such as YouTube, Gmail, Google Search, G Suite, Hangouts, Google Drive, Google Docs, Google Nest, and others. Users in North America were impacted the most, some European users also experienced problems. YouTube measured a 10% drop in global views during the incident, while Google Cloud Storage measured a 30% reduction in traffic. Approximately 1% of active Gmail users had problems with their account. Google Cloud Platform services were affected until mitigation completed for each region, including: Google Compute Engine, App Engine, Cloud Endpoints, Cloud Interconnect, Cloud VPN, Cloud Console, Stackdriver Metrics, Cloud Pub/Sub, Bigquery, regional Cloud Spanner instances, and Cloud Storage regional buckets. G Suite services in these regions were also affected.


6.16.5.1 Reference

https://www.zdnet.com/article/google-details-catastrophic-cloud-outage-events-promises-to-do-better-next-time/

https://www.zdnet.com/article/google-cloud-goes-down-taking-youtube-gmail-snapchat-and-others-with-it/

https://www.zdnet.com/article/google-heres-what-caused-sundays-big-outage/

https://status.cloud.google.com/incident/cloud-networking/19009
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6.17.1 E.Datacenter.2.a



6.17.2 E.Datacenter.2b



6.17.3 E.Datacenter.3



6.17.4 E.Datacenter.4


	Wind



Wind energy uses wind or air flow that occur naturally to spin turbines. These wind turbines are then used to generate energy from its kinetic energy.



6.17.5 E.Datacenter.5

In 2017 and 2018 Google has made giant efforts in purchasing renewable energy to match their electricity consumption. They have attained wind and solar farms to help power their data centers.



6.17.6 E.Datacenter.8

According to Data Center Dynamics (DCD), Delta airlines experienced a power outage of 5-hours to its Atlanta data centers. This was estimated to effect over 2,000 flights and $150 million.




6.18 Datacenter sp20-516-241 Nitesh Jaswal ☁️
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6.19 Datacenter David Drummond sp20-516-243 ☁️


6.19.1 E.Datacenter.2.a

Completed



6.19.2 E.Datacenter.2.b

In 2013, Facebook opened a data center in Lulea, Sweeden. This paricular data center was created with enviromental impact in mind. Lulea, Sweeden is a cold location which reduces the need for artificially cooling the center and can instead utilize ambient temperature to achieve their necessary operating temperature. Furthermore, the data center has access to hydro electricity, reducing the CO2 impact and cost to operate.

.
















	Data Center
	Location
	Year
	Electricity Cost*
	IT Load
	Yearly Cost
	Yearly CO2 Footprint
	Equivalent in Cars
	





	Lulea Facebook Data Center
	Lulea, Sweeden
	2013
	0.075
	337,000,000
	$25,275,00
	< 500 Tons
	109
	








6.19.2.1 References

https://sustainability.fb.com/wp-content/uploads/2019/08/2018-Sustainability-Data-Disclosure.pdf

https://sustainability.fb.com/wp-content/uploads/2019/08/2018-Sustainability-Data-Disclosure.pdf

https://www.statista.com/statistics/596262/electricity-industry-price-sweden/

https://www.datacenterknowledge.com/inside-facebooks-lulea-data-center/

https://weatherspark.com/y/89129/Average-Weather-in-Lule%C3%A5-Sweden-Year-Round




6.19.3 E.Datacenter.3

I produce approximately 1428 lbs of CO2 per year.



6.19.4 E.Datacenter.4

Hydro electricity, as mentioned in the E.Datacenter.2b section, is the primary energy source for Facebook’s Lulea, Sweeden data center. However, they also use thermal energy to cool the plant. There are at least two type of thermal energy, the first is the ambient energy of the air. This is the primary thermal energy that the Lulea plant uses. As it is cold in Lulea, the cold air allows less electric energy be used to cool the servers. The other type is geo-thermal. My home is cooled (and to a degree, heated) using geo-thermal energy. A fluid is circulated under ground to bring its temperature close to the average temerpature of the ground. This fluid is then pumped throught the house and the temperature of the house is heated or cooled based on the temerpature of the liquid.



6.19.5 E.Datacenter.5

Utah’s plans for Converting to renewable energy is by enabling communities and municipalities to make to make renewable energy decisions for themselves. The bill, HB0411, outlining this plan was passed in the 2019 general session. This bill authorizes municipalities to negotiate renewable energy sources with the local electricity companies. However, it also allows for households to opt out of the cost of renewable for electricity. The Salt Lake city government used this bill to create their plans to have 100% net renwables in the 2020 decade. They claim 100% net renewables because they will be selling energy in high production times and taking energy from nonrewables in low production time.


6.19.5.1 References

https://le.utah.gov/~2019/bills/static/HB0411.html https://www.slc.gov/sustainability/100-renewable-energy-community-goal/




6.19.6 E.Datacenter.8

On January 24, 2019, European Microsoft user reported outages to the 365 variant of Outlook. According to Express, 730 users reported loss of service that day. Microsoft reported knowledge of the outage shortly after it started. The servers were back online by the end of day. However, the issue was not fixed because the same region experienced outages of Azure and Skype later that week on January 29th. I was unable to find specifics on this outage except that it was reportedly the same casual issue. Microsoft claims that the outage was fault of the DNS provider to the data center.


6.19.6.1 References

https://www.express.co.uk/life-style/science-technology/1077047/Microsoft-Outlook-and-Office-365-down-not-working-login-error-server-problem https://www.crn.com/slide-shows/cloud/the-10-biggest-cloud-outages-of-2019-so-far-/2





6.20 Datacenter Rhonda Fischer sp20-516-246 ☁️


6.20.1 Example data center capacity & energy costs

Cologix data center COL3 in Columbus, Ohio [198] :

160K sqft, 18MW of computing (112.5 watts/sqft), 
opened in 2018


Also in Columbus, Ohio, Expedient data center [199]

20,000 sqft,
1.75Mw, or 87.5 watts/sqft


Columbus, OH Electricity costs [200]

Commercial: 10.7 cents per kW/hr 

Industrial: 10.2 cents per kW/hr


Therefore, Cologix’ COL3 electricity costs are approximately 18000 * 10.7 = $192,600 per hour at maximum capacity. Expedient’s smaller facility is 1750*10.7 = $18,725 per hour at maximum capacity.



6.20.2 Personal carbon use based on calculator

Personal carbon usage estimated at 50 tons CO2 eq/year per the online calculator ## Use of renewable energy sources at data centers ### Wind as renewable energy Energy from the wind is transformed into electricity, often within wind farms, through the use of large blades attached to turbines on top of tall posts (> 100 ft tall) to capture air movement where it is faster.

### Data centers that use wind renewable energy While there is increasing capacity from utilities providing wind sourced electricity, it’s rare for a data site to have on-site wind generators. The web site includes examples of the handful of working data centers that use on-site wind generation to provide power for their servers.

Other World Computing (Illinois) Data Center Powered By The Wind

A small lSP and hosting company in Woodstock, Illinois, Other World Computing (OWC) may be the first data center operator in the U.S. to power its facility entirely with wind power from an on-site turbine. In 2009, OWC began using a 131-foot-tall wind turbine to provide all the electric power for its building, which includes the company’s headquarters and a data center supporting its web hosting and ISP services [201].



6.20.3 Renewable energy is a changing landscape

There is growing capacity for wind generated electricity. For example, Indiana had 2,317 MW of wind capacity in 2018 vs 130 MW in 2008, with the primary purchasers being utility companies: Duke, Vectren, American Electric Power (AEP), Indianapolis Power and Light (IPL), Dominion Energy [202].

“Indiana possesses viable wind resources in much of the northern half of the state (maps: https://www.in.gov/oed/2425.htm). As wind power technology improves, wholesale markets increase and green energy becomes more valuable, Indiana can maximize its wind resources by selling wind power into markets with higher electricity costs. This allows wind producers to find the best markets without jeopardizing Indiana’s low electricity rates. As of 2011, wind energy made up 2.7% of Indiana’s electricity generation [203].”

According to the US Dept of Energy, wind energy projects bring economic benefits to a region. Rural electric cooperatives or municipal utilities are encouraged to own community wind projects and use them to diversify electricity supplies and to engage stakeholders in their local energy projects [204].



6.20.4 Downtime costs affecting customers

“Currently, there are several statistics floating around the industry about the cost of downtime. For instance, a frequently-cited 2013 study from the Ponemon Institute states that the price of unplanned downtime in the U.S. costs $7,900 for each minute that ticks by. Another survey from CA Technologies noted that downtime costs small businesses upwards of $55,000 per year, and more than $1 million per year for large enterprises. Gartner analyst Andrew Lerner pegged network downtime at around $5,600 per minute in 2014 [205].”

Blog provides examples of 5 outages and impact to customers https://www.bmc.com/blogs/network-outages/, [206]

A hardware glitch at Navitaire, the external supplier of reservations and check-in systems, failed forcing Virgin Blue to switch to a slower manual check-in system. The outage resulted in 130 cancelled flights and delays for more than 60,000 passengers, resulting in negative press and damaged reputation. Virgin Blue’s reservations management company, Navitaire, ended up compensating Virgin Blue for more than $20 million (Navitaire booking glitch earns Virgin $20M in Compo [207]).




6.21 Datacenter: sp20-516-251, Shihui Jiang ☁️


6.21.1 Microsoft Chicago Northlake Data Center
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6.21.1.1 Introduction

The company has engineered every inch of the 707,244-square-foot facility for maximum efficiency.In 2009, Microsoft spent about $500 million to build a new data center in Northlake,IL to support their increasing demand of online services.Northlake data center is one of the most powerful data center developments in the U.S [208].



6.21.1.2 Electricity Cost and Carbon Footprint

The average commercial electricity rate in Northlake, IL is 4.05¢/kWh ???.There are three 66 MVA electrical substations that provide a total of 198 megawatts of power [209].

198 megawatts * 1000 = 198000 kilowatts

Yearly Cost($) = Eelectricity Cost * IT Load(KW) = 0.0405198000365*24=$70,246,440.00

Based on the yearly cost, we use the carbon footprint calculator link to get the CO2 Footprint which is approximately 578160 ton yearly



6.21.1.3 Renewable Energy

The world is facing carbon emission issues. With climate change and global warming,carbon emission reduction has become the top priority for technology giants. Microsoft has been playing a key role to reduce carbon emission. By 2030 Microsoft will be carbon negative, and by 2050 Microsoft will remove from the environment all the carbon the company has emitted either directly or by electrical consumption since it was founded in 1975 [210].

Renewal energy, also called future enegry. It derives from earth’s natural resources, such as wind, ocean,etc. Which energy is the best replacement for data centers to reduce carbon emission? I would say wind energy. It’s clean, free and most readily available renewable energy source. As a clean fuel source, the usage of wind energy produces a significant reduction in air pollution and is available in abundant supply. Most notably, this form of power is one of the lowest-priced, renewable energy technologies available today, costing users only four to six cents per kilowatt-hour [211]. Although, wind energy might not suitable for all data centers based on location, weather and capacity.





6.22 Datacenter sp20-516-252, Zhu, Jessica ☁️
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6.22.1 Facebook’s Data Center at Los Lunas, NM

A new data center by Facebook was open in early 2019 in Los Lunas, New Mexico after two years of construction with an investment of 1 billion dollars. Only one of six buildings has been completed so far and the construction will last till 2023.

This data center is placed in the desert and will have six buildings for data storage. Each of the buildings has multiple “data halls,” or darkened rooms to store dozens of rows of towering servers. These servers store media posted by 2.3 billion users around the world “in the cloud,” such as photos and videos, on social networks including Facebook, WhatsApp and Instagram. Each building is about the size of four football fields. After completion, there will be 22 “data halls” in total. The first floor of the finished building is for data storage, similar to a library with shelves storing packs of 8-track cassette-size hard drives. Every six-pack can store about two billion photos. The ventilation for hard drives and cooling system are on the second floor to filter out dust and wind particles.

Facebook strives to build this data center as one of the most energy-efficient data centers in the world and aims to have all the operations powered by renewable energy by 2020. Specifically, this data center has a 10-megawatt solar farm nearby, one of the eight to be built in New Mexico as part of a 396-megawatt system to power the data center with 100% renewable energy. The other projects for power sources include a solar array, two wind farms and some solar facilities. The center uses 38 percent less electricity and is 80 percent more efficient in water usage than the industry average.

In the year of 2018, this data center has used 26,000 MWh electricity, had operation emissions of 1,000 metric tons of CO2 and a location-based greenhouse gas emission of 12,000 metric tons of CO2. Twenty-five thousand cubic meters of water have been used to keep the office running and to cool the data center.


6.22.1.1 References


	https://apnews.com/d9396a5f9b9d4b5fa6383fbdd68f37cf

	https://www.krqe.com/news/latest-news/facebook-data-center-opens-in-los-lunas/

	https://www.lcsun-news.com/story/news/local/new-mexico/2019/02/08/facebook-marks-opening-sprawling-new-mexico-data-center/2808159002/

	http://www.news-bulletin.com/news/facebook-data-center-opens-in-los-lunas/article_1253ad72-2fc4-11e9-aa3e-a311b9bceb45.html

	https://www.abqjournal.com/1277850/facebook-opens-data-center-in-los-lunas.html

	https://sustainability.fb.com/wp-content/uploads/2019/08/2018-Sustainability-Data-Disclosure.pdf






6.22.2 Hydroelectric Energy

Hydroelectric energy is a type of renewable, clean energy that uses power by water to generate electricity. When water flows down from a higher place, the potential energy is converted into kinetic energy, which can be used to spin the blades of a turbine to generate electricity. Hydropower is the most common renewable source of electricity and contributes to the majority of renewable electricity power generated around the world. There are many data centers powered by hydroelectric energy, including Facebook’s data center in Lulea, Sweden, Google’s data center in Hamina, Finland, and Volkswagen’s data center in Rjukan, Norway. Volkswagen’s data center is 100% powered by hydropower.


6.22.2.1 References


	https://www.nationalgeographic.org/encyclopedia/hydroelectric-energy/

	https://www.greenbiz.com/blog/2013/06/13/facebook-flicks-hydropowered-data-center-sweden

	https://www.utilitydive.com/news/powering-data-centers-with-clean-energy-247-no-easy-feat-google-finds/539497/

	https://www.waterpowermagazine.com/news/newshydro-powers-volkswagen-data-center-in-norway-7281947






6.22.3 China’s Renewable Energy Efforts

China has put much energy and investment into the development of the renewable energy sector in the last two decades. Currently, China is the world’s largest producer of wind and solar energy, and the largest domestic and outbound investor in renewable energy. As of 2017, five out of the six largest solar module manufacturing companies and the largest wind turbine manufacturer are owned by China. China is also one of the major countries in electricity production from renewable energy sources. Despite its largest installed capacity in hydro, solar and wind power, these renewable sources have only provided 24% of electricity generation due to the country’s huge energy needs for economic development. But China strives to increase its portion of non-fossil energy usage and has passed several relevant domestic policies. By 2030, one-fifth of China’s domestic electricity consumption is forecasted to come from non-fossil fuel sources.

Such investments in renewable energy have brought many positive impacts to Chinese society, including reliving air and water pollutions, and reducing the risks of socio-economic instability and its dependency on foreign energy sources. Fossil fuel energy production and consumption is the cause of 90% of the country’s sulfur dioxide emissions, according to the National People’s Congress’(NPC) Environmental Committee, and 7 out of 10 most polluted cities around the world are in China. Such pollutions have led to serious economic and health consequences, including an estimated 6.5 percent of GDP and 17 percent of deaths in the country. An increase in the usage of renewable energy helps to reduce pollutions. Such development in the sector also creates more economic opportunities. The National Energy Administration (NEA) and the National Development and Reform Commission (NDRC) plans to spend more than $360 billion on developing renewable energy, which will lead to 13 million new jobs in the sector by 2020. Additionally, renewable energy provides China with more independence from foreign energy sources.Since China has been importing much of the coal and cruel oils from its neighboring countries to meet its energy demand for economic growth, the generation and use of domestically generated clean energy allow China to be less affected by the global energy market.


6.22.3.1 References


	https://en.wikipedia.org/wiki/Renewable_energy_in_China

	https://www.csis.org/east-green-chinas-global-leadership-renewable-energy

	https://chinapower.csis.org/energy-footprint/






6.22.4 Data Center Outages

A power surge broke down the data center at the Heathrow Airport and caused the failure of its messaging system in 2017 due to a simple human operational error. As a consequence, British Airways (BA) canceled more than 400 flights and strand 75000 passengers in one day because of the mistake. In one day, British Airways owners lost 170 million GBP, and the company shares fell by 4% as its reputation was damaged. Specifically, BA canceled all the department flights at Heathrow and Gatwick airports when check-in and operating systems crashed. Flights on Sunday and Monday are also affected. More than 50,000 people had been rebooked on to more than 30 different airlines.

Similarly, a mistyped command line by an Amazon engineer caused a four-hour AWS outage in 2017. Many popular web services, including Coursera, Medium, Quora, Slack, Docker, Expedia and AWS cloud health status dashboard, were affected. Other businesses that relied on S3 were also affected, such as mobile banking applications by credit unions. Amazon lost an estimate of 150 million dollars during the outage and an additional 160 million dollars by US financial services companies.


6.22.4.1 References


	https://www.networkworld.com/article/3200105/british-airways-outage-like-most-data-center-outages-was-caused-by-humans.html

	https://www.theguardian.com/business/2017/may/30/british-airways-ba-owner-drops-value-it-meltdown

	https://www.datacenterknowledge.com/archives/2017/03/02/aws-outage-that-broke-the-internet-caused-by-mistyped-command









7 OPEN PROJECTS


7.1 Hadoop Clusters With Raspberry Pi ☁️

🅾️ this project does not work

*Disclaimer: The writeup provided here only includes some theoretical notes. They were not implemented on a Raspberry Pi. Furthermore, this project and the analysis of the scripts do not leverage Cloudmesh, which makes the task for interacting with a cluster much easier. We keep this section as it could provide some useful information for future students searching for a project.

Furthermore, Gregor von Laszewski and Sub have significantly contributed to the implementation of the pi burn code. The report has been significantly updated by Gregor von Laszewski to provide guidance for others on how to proceed.*


	Gregor von Laszewski

	Daivik Uggehalli Dayanand, fa19-516-158

	Akshay Kowshik, fa19-516-150

	Insights: https://github.com/cloudmesh-community/fa19-516-158/graphs/contributors

	Project Directory (not operational): https://github.com/cloudmesh-community/fa19-516-158/tree/master/project

	Code: https://github.com/cloudmesh/cm-burn/blob/master/cmburn/

	Host: https://github.com/cloudmesh/cloudmesh-inventory/tree/master/cloudmesh/host (developed by Gregor von Laszewski)

	Manual (mostly developed by von Laszewski): https://github.com/cloudmesh/cloudmesh_pi_burn/blob/master/cm-pi-burn.md




7.1.1 Introduction

According to von Laszewski, the Raspberry Pi provides the community with a cheap platform with the ability to expose Linux and other operating systems to the masses. Due to its cost point, it is easy to buy a PI and experiment with it. As such, this platform has been ideal for lowering the entry barrier to advanced computing from the university level to high school, middle school, and even elementary school. However, the PI has also been used by universities and even national labs. Due to its availability and its convenient accessibility, it has become a staple of our educational pipeline. Due to its price point, the PI can also be used to build cheap clusters putting forward a hardware platform ideal for experimenting with issues such as networking and cluster management as an educational tool. Many such efforts exist to use a PI as a cluster environment.

So it would be a good idea if we could turn such a platform more powerful by deploying the latest technologies such as Hadoop and Spark on It. Multi cluster Raspberry Pi, where one node can act as the master node and other nodes act like workers, and the master might be able to control the workers.



7.1.2 Architecture

The deployment of Hadoop on Raspberry Pi Clusters involves the preparation of the cluster. This includes


	Using cm-pi-burn command to burn multiple SD cards at once

	(incomplete) Creating a cluster with as many nodes as we have SD cards for



Once we have a cluster, a master node maintains knowledge about the distributed file system and schedules resource allocation. It hosts two daemons (🅾️ this is unclear, from where are these deomons comming.):


	🅾️ The NameNode manages the distributed file system and knows where stored data blocks inside the cluster are.

	🅾️ The ResourceManager manages the YARN jobs and takes care of scheduling and executing processes on worker nodes.



The worker nodes store the actual data and provide processing power to run the jobs and host two daemons:


	The DataNode manages the physical data stored on the node; it is named, NameNode.

	The NodeManager manages execution of tasks on the node.





7.1.3 Technologies used

To achieve this, we use the following technologies


	cloudmesh common

	cloudmesh-inventory

	cloudmesh-cloud

	cm-burn

	Python

	HDFS

	Hadoop





7.1.4 Implementation

🅾️ AN introduction is missing that deliniates the burn from the deployment process.

(🅾️ the implementation is not completed) The implementation consists of the following steps:


	Buring the Raspian image on the SD card

	Setting Static IP address on the SD card

	Setting HostNames on the SD card



Due to the use of cm-pi-burn, the cluster SD Cards come preinstalled with hostnames, IP addresses, user key, and ssh enabled, so accessing each pi is easy and possible immediately after the boot. See the cm-pi-burn manual for guidance on how to conduct these steps.

DISCLAIMER: THE NEXT STEPS HAVE NOT BEEN TESTED AND DO NOT LEVERAGE CLOUDMESH NOR DO THEY DISCUSS HOW THEY CAN USE CLOUDMESH TO SIMPLIFY THE TASK. WE NEED TO MAKE SURE YOU UNDERSTAND THIS IMPORTANT RESTRICTION. AT THIS TIME THIS PROJECT IS INCOMPLETE AS IT LACKS A PROPER ANALYSIS HOW TO LEVERAGE CLOUDMESH AND TO CONDUCT THE DEPLOYMENT. THE METHOD DISCUSSED HERE IS COPIED FROM THE INTERNET WITHOUT VERIFICATION. LINKS TO THESE DOCUMENTS ARE PROVIDED IN THE REFERENCE SECTION BUT ARE NOT USED IN THE TEXT, WHICH IS TYPICALLY NOT DONE AS PROPER CREDIT AND CITATION IS IMPORTANT.

The solutions published in the Web include the use of bash scripts for the deployment. However, Cloudmesh provides much better features while providing host management and an inventory. The cluster command and deployment that this project was supposed to implement was not completed.

The remaining steps include (🅾️ spark is not mentioned)


	creating passwordless keys and distributing it to all hosts

	Downloading Hadoop on the master node

	Copying the Hadoop files from the master node across the cluster of n7odes using SCP

	Changing the Configuration Files of Hadoop to set the replication factor, NameNode location



To create passwordless keys and to distribute them to all hosts, you can simply call the cms host command and execute the ssh-keygen command on all PIs (note we need to verify that the host command works). After that, we can use the host command to fetch all keys, merge them in a single authorized_keys file, and upload them to all of the pis. This makes it now possible to login between each pi. Naturally, we have also added our local key, so we do not lose access from our laptop

The following functionality is needed for the cluster command


	copy files between all or selected nodes

	copy files onto all or selected nodes

	reboot an all or selected nodes

	shutdown on all or selected nodes



As we use Cloudmesh these commands are trivial to implement and constitute a one-line implementation.



7.1.5 Hadoop installation

In this section, we discuss theoretically how to installing Hadoop 3.2.0 into a directory called /opt/hadoop. However, we have not tried this.

wget "https://archive.apache.org/dist/hadoop/common/hadoop-3.2.0/hadoop-3.2.0.tar.gz"
tar -xzf hadoop-3.2.0.tar.gz
sudo mv ~/hadoop-3.2.0 /opt/hadoop


Here we would then use the Cloudmesh cluster or host command to copy the same file across all the cluster so that Hadoop is installed across all the nodes.

In addition we need to assamble a customized .bashrc file that is than populated on all nodes. The add on to the .bashrc file includes:

export JAVA_HOME=/usr/lib/jvm/java-11-openjdk-armhf
export HADOOP_HOME=/opt/hadoop
export SPARK_HOME=/opt/spark
export PATH=$JAVA_HOME/bin:$HADOOP_HOME/bin:$HADOOP_HOME/sbin:$SPARK_HOME/bin:$PATH
export HADOOP_HOME_WARN_SUPRESS=1




7.1.6 Install Java

🅾️ This section is incomplete and not properly documented while providing an easy to use a script. Instead we only provide some initial pointers on how to derive such a script.


	To find Java path



update-alternatives --display java



	Remove /bin/java - On Debian, the link is

/usr/lib/jvm/java-11-openjdk-armhf/bin/java, so JAVA_HOME should be /usr/lib/jvm/java-11-openjdk-armhf.


	Update the hadoop-env.sh under ~/hadoop/etc/hadoop as:




export JAVA_HOME=/usr/lib/jvm/java-11-openjdk-armhf


After the above step change the permissions on the directory using:

$ sudo chown pi:pi -R /opt/hadoop


You can also verify if Hadoop has been installed correctly by checking the version

$ cd && hadoop version | grep Hadoop


The output will be

Hadoop 3.2.0




7.1.7 Install HDFS

🅾️ This section does not provide a script to conduct the HDFS. Instead we provide some very initial pointers on how one could develop such a script while listing some of the steps. The templates provided here should be included in our cluster deployment form while using the python format statement to modify the parameters and write them to files that than can be used in the deployment.

To get the Hadoop Distributed File System (HDFS) up and running one needs to modify the following configuration files which are under

/opt/hadoop/etc/hadoop.


	Update core-site.xml file to set the NameNode location to Master on port 9000:




<configuration>
  <property>
    <name>fs.default.name</name>
    <value>hdfs://pi1:9000</value>
  </property>
</configuration>



	To set the path for HFDS, change the hdfs-site.xml. dfs.replication, indicates how many times data is replicated in the cluster. Set 4 to have all the data duplicated four nodes. Don’t enter a value higher than the actual number of worker nodes.




<configuration>
        <property>
                <name>dfs.datanode.data.dir</name>
                <value>file:///opt/hadoop_tmp/hdfs/datanode</value>
        </property>
        <property>
                <name>dfs.namenode.name.dir</name>
                <value>file:///opt/hadoop_tmp/hdfs/namenode</value>
        </property>
        <property>
                <name>dfs.replication</name>
                <value>4</value>
        </property>
</configuration>



	To set Yarn as Job Scheduler, edit mapred-site.xml, setting YARN as the default framework for MapReduce operations.




<configuration>
        <property>
                <name>mapreduce.framework.name</name>
                <value>yarn</value>
        </property>
        <property>
                <name>yarn.app.mapreduce.am.resource.mb</name>
                <value>256</value>
        </property>
        <property>
                <name>mapreduce.map.memory.mb</name>
                <value>128</value>
        </property>
        <property>
                <name>mapreduce.reduce.memory.mb</name>
                <value>128</value>
        </property>
</configuration>



	Edit yarn-site.xml, which contains the configuration options for YARN.




<configuration>
  <property>
    <name>yarn.acl.enable</name>
    <value>0</value>
  </property>
  <property>
    <name>yarn.resourcemanager.hostname</name>
    <value>pi1</value>
  </property>
  <property>
    <name>yarn.nodemanager.aux-services</name>
    <value>mapreduce_shuffle</value>
  </property>
  <property>
    <name>yarn.nodemanager.auxservices.mapreduce.shuffle.class</name>
    <value>org.apache.hadoop.mapred.ShuffleHandler</value>
  </property>
  <property>
    <name>yarn.nodemanager.resource.memory-mb</name>
    <value>900</value>
  </property>
  <property>
    <name>yarn.scheduler.maximum-allocation-mb</name>
    <value>900</value>
  </property>
  <property>
    <name>yarn.scheduler.minimum-allocation-mb</name>
    <value>64</value>
  </property>
  <property>
    <name>yarn.nodemanager.vmem-check-enabled</name>
    <value>false</value>
  </property>
</configuration>


These files need to be placed in /opt/hadoop

with a command you start from cloudmesh using rsync

🅾️ this needs to be done with cloudmesh

bash rsync -avxP $HADOOP_HOME $pi:/opt; done }

Once this is achieved you need to format HDFS with (here the documentation is unclear as it is not stated if it is done on all or just the master node).

$ hdfs namenode -format -force


Next, you Start HDFS and yarn by running the following script from the master node:

$ start dfs.sh
$ start yarn.sh




7.1.8 Test HDFS

Check HDFS is working by creating a temporary directory.

$ hadoop fs -mkdir /tmp
$ hadoop fs -ls /
$ jps




7.1.9 Spark installation

The spark installation is very similar to the Hadoop installation

$ wget "https://archive.apache.org/dist/spark/spark-2.4.3/spark-2.4.3-bin-hadoop2.7.tgz"
$ tar -xzf spark-2.4.3-bin-hadoop2.7.tgz
$ sudo mv ~/spark-2.4.3-bin-hadoop2.7 /opt/spark


On each node (unclear from previous description) you need

$ sudo chown pi:pi -R /opt/spark


Add the following 2 environment variables to the .bashrc file:

export HADOOP_CONF_DIR=$HADOOP_HOME/etc/hadoop
export LD_LIBRARY_PATH=$HADOOP_HOME/lib/native:$LD_LIBRARY_PATH


Create the Spark configuration file and add the following lines at the end of the config file:

$ cd $SPARK_HOME/conf
$ sudo mv spark-defaults.conf.template spark-defaults.conf

spark.master            yarn
spark.driver.memory     465m
spark.yarn.am.memory    356m
spark.executor.memory   465m
spark.executor.cores    4


You can verify if Spark has been installed correctly by checking the version

$ cd && spark version | grep spark


The output will be as follows.

... version 2.4.3 ... Using Scala version 2.11.12 ...



7.1.9.0.1 Test Hadoop and Spark working together

$ hadoop fs -put $SPARK_HOME/README.md /




7.1.9.0.2 Versions of Hadoop and Spark

$ cd && hadoop version | grep Hadoop
$ cd && spark-shell --version




7.1.9.0.3 Test if Spark works on Pi

spark-shell opens the scala> command line

scala> object HelloWorld {
    |   def main(args: Array[String]): Unit = {
    |     println("Hello, world!")
    |   }
    | }
defined module HelloWorld

scala> HelloWorld.main(Array())

Hello, world! # Output displayed

scala>:q
>





7.1.10 Benchmarks

This project lacks the proper report of benchmarks. We also believe the benchmark is not properly reported as it does not measure the time to add the information by hand.

The benchmarks for our project was to record the time it normally takes to burn a single SD card and do all the setup part versus the time it takes to burn one SD card using cm-burn automatically with Static IP and hostname set to it. Any cm-pi-burn help commands can be used with a -v flag along with to display the results along with the timings. For eg

cm-pi-burn [-v] create [--image=IMAGE] \
           [--device=DEVICE] \
           [--hostname=HOSTNAME] \
           [--ipaddr=IP] \
           [--sshkey=KEY] \
           [--blocksize=BLOCKSIZE] \
           [--dryrun]


will display the results along with the time it takes to burn an image along with Ip address and hostname set along with it.

The results can be summarised as follows:

🅾️ We do not believe these benchmark numbers as it will take much more time to set up the information by hand. the first time.

🅾️ THe benchmark is done with the assumption that an expert sets it up, however cm-pi-burn needs no expert.

Manual burn: 8-9 minutes to burn one SD card and set up a static IP and hostname to it

cm-pi-burn : 420 seconds(6 minutes) to burn 2 SD cards

cm-pi-burn turns out to be very much efficient as compared to the Naive approach



7.1.11 Acknowledgements

The previous report did not make it clear that the Spark and Hadoop setup have not been tested. This has been corrected, and the incomplete nature of this work has now been correctly reported so that others can pick up this project and complete it.



7.1.12 References

🅾️ refernces should be done in bibtex


	https://raspberrytips.com/install-raspbian-raspberry-pi/

	https://raspberrytips.com/raspberry-pi-cluster/

	https://www.raspberrypi.org/documentation/remote-access/ip-address.md

	https://dqydj.com/raspberry-pi-hadoop-cluster-apache-spark-yarn/

	https://www.mocomakers.com/building-a-raspberry-pi-cluster-with-apache-spark/

	https://tekmarathon.com/2017/02/16/hadoop-and-spark-installation-on-raspberry-pi-3-cluster-part-4/amp/

	https://medium.com/@glmdev/building-a-raspberry-pi-cluster-784f0df9afbd

	https://dev.to/awwsmm/building-a-raspberry-pi-hadoop-spark-cluster-8b2

	https://www.linode.com/docs/databases/hadoop/how-to-install-and-set-up-hadoop-cluster/

	https://www.linode.com/docs/databases/hadoop/install-configure-run-spark-on-top-of-hadoop-yarn-cluster/








8 ONGOING PROJECTS


8.1 CLOUDMESH PI KUBERNETES


8.1.1 Federated Kubernetes Clusters With Raspberry Pi ☁️

🅾️ the report is moved to 2020

Sub Raizada and Gregor von Laszewski, fa19-516-148

laszewski@gmail.com

Insights

🅾️ please report on progress on the kubernetes cluster

do you have a command such as

cms kubernetes deploy … ?


8.1.1.1 Abstract



8.1.1.2 Introduction



8.1.1.3 Related Work



8.1.1.4 Architecture

We leverage or improve https://github.com/cloudmesh/cm-burn

Our goal is to craete and contrast the creation of Federated kubernetes clusters. We have different models


	The clusters are owned by a single user

	The clusters are owned by multiple users



Goal is to create a federation of them. In each case the fedaration can be achieved in one of two ways.


	consider a big kubernetes cluster that integrates all resources

	consider a cluster of kubernetes clusters



This requires some investigation into kubernetes

Some images are shown in cm-burn that we may want to copy here.



8.1.1.5 Technologies used


	cloudmesh cm-burn

	cloudmesh-inventory

	Kubernetes

	Docker





8.1.1.6 Benchmark and Evaluation



8.1.1.7 Conclusion



8.1.1.8 Other documentation files


	sdcard-setup.md contains documentation on cm-pi-burn and how the Pi images are modified/initialized. Also refer to the cm-pi-burn.md file in the cm-burn repo.


	pi-setup.md contains documentation on post-burn configuration that must be done after a Pi is booted up for the first time.


	docker.md contains documentation on creating the Docker image used for testing.


	kubernetes.md contains documentation on running the Docker image on the Kubernetes cluster.


	benchmark.md contains benchmark methodology and results.







8.1.2 Burning SD Cards ☁️



8.1.3 Using cm-pi-burn

TODO Check that this is up-to-date with cm-pi-burn documentation. Has the command API changed?

In a root shell:

# cm-pi-burn.py image get latest
# cm-pi-burn.py image ls
# cm-pi-burn.py create --image=2019-09-26-raspbian-buster-lite
                       --device=/dev/mmcblk0
                       --hostname=red[2-6] 
                                             --ipaddr=192.168.1.[2-6]
                       --sshkey=id_ed25519


That’s it.





8.1.4 Alternative Approach Theory

The official Raspberry Pi lite image is a .img file of a disk with two partitions - a FAT32 boot partition and a primary partition. You can view this with fdisk: fdisk -l 2019-09-26-raspbian-buster-lite.img. This image can be modified and repacked by burning it to an SD card (which will unpack the .img onto a real disk with usable and editable partitions), modifying the files on the SD card, and then rereading the data on the SD card to a file:

$ cat 2019-09-26-raspbian-buster-lite.img >/dev/mmcblk0
  # now the SD card /dev/mmcblk0 has two partitions which you can
  # mount and edit
$ mount /dev/mmcblk0p1 /your/mount/point
  # modify the files on the FS
$ umount /dev/mmcblk0p1
$ cat /dev/mmcblk0 >your-custom-sd-card-image.img


Now your custom SD card image can be burned to new SD cards to give them the same configuration.

Burning the large 2 GB images to the SD cards takes a while, and requires a human to be monitoring the process to swap completed SD cards with new ones that are waiting to be burned. It would be easier to flash the exact same image to 100 SD cards than to make 100 images and flash each image onto one SD card, because in the second case either the human has to remember state (which number am I on?) over a lengthy timespan (which is error-prone), or a machine has to keep track of that state - which would not work because the human can make errors that interrupt or mess up the flash process, so the program would need a way to correct those errors, making the entire process complicated. On the other hand, burning the same image 100 times just requires the human to plug and unplug the cards with no added complexity.

The following things need to be configured on each RasPi:


	hostname

	network connection: IP and DNS

	add SSH keys and disable default Pi login

	installing Kubernetes



Since the goal is to have each new Pi use the exact same system image on boot, a cluster controller will need to detect new Pis that connect to the network and set them up. The process would be like this:


	New Pi flashed and powered and connected via Ethernet. Its SD card is configured with some static IP (e.g. 1.2.3.4), and with SSH configured and password login disabled.

	A cluster controller is polling to see if a Pi exists at the IP 1.2.3.4. As soon as it detects a new Pi there, it performs the following steps (which should take only a few seconds):

	SSH into the Pi with the default username and the hardcoded initial (but not default) password.

	Give it a hostname and assign it an IP.

	Optionally, add more SSH keys




	The cluster controller will remember that Pi XXX was given hostname HHH and IP I.J.K.L, and it will instruct this Pi to reboot.

	At this point the 1.2.3.4 IP is free for another Pi to join the cluster.

	After giving enough time for Pi XXX to have rebooted, the cluster controller will SSH to it on its IP and perform any tasks that take time - such as installing Kubernetes.



The cluster controller will need a user interface to let the human specify which Pi should be given which hostname. The blocking portion of Pi setup (where it is on the 1.2.3.4 IP) should only take a few seconds per Pi, so a human can configure 100 Pis within a few minutes. Another benefit is that since a machine is in charge of cluster structure, this setup can be extended to allow for the structure to be reorganized at runtime - for example, by adding a script that will SSH to a Pi and change its hostname and IP. This introduces a single point of failure for adding new Pis to the cluster or reconfiguring the cluster, but existing cluster nodes will continue to operate if the cluter controller fails.



8.1.5 Implementation


8.1.5.1 Creating the SD card image

The following things must be configured on the master disk image: network connection (IP and DNS) and login (SSH).

Burn the image onto a SD card: cat image.img >/dev/mmcblk0

Mount the second (primary) partition:

$ mkdir mount
$ mount /dev/mmcblk0p1 mount # primary partition
$ mount /dev/mmcblk0p0 mount/boot # boot partition


Authorize your SSH key, for both the pi user and for root:

mkdir mount/home/pi/.ssh
mkdir mount/root/.ssh
cp ~/.ssh/id.pub mount/home/pi/.ssh/authorized_keys
cp ~/.ssh/id.pub mount/root/.ssh/authorized_keys


Disable SSH password login: in etc/ssh/sshd_config, uncomment the PasswordAuthentication line and change yes to no

Configure static IP and DNS: append the following to mount/etc/dhcpcd.conf:

interface eth0
static ip_address=192.168.0.3/24
static routers=192.168.0.1
static domain_name_servers=10.79.1.1


10.79.1.1 is the preferred DNS resolver address that IU’s DHCP provides to my personal computer when I connect to eduroam. This setting doesn’t matter on the Pi if it doesn’t connect to the Internet. Alternatively, there are other DNS providers available like 1.1.1.1 (Cloudflare) or 8.8.8.8 (Google).

And append to the kernel parameters commandline at mount/boot/cmdline.txt: net.ifnames=0

The Linux command line parameter will cause it to use old-style eth0 names for network interfaces instead of the newer naming style which will assign a name dependent on the Pi’s MAC address - and that is incompatible with having a single image for all the Pis.

Copy the Pi configuration script from this repository to the home folder of the Pi’s root user, so that it can be executed when the Pi is being configured: cp configure.py mount/root/

Unmount both partitions (boot first, since it is mounted inside the primary partition on the host computer):

$ umount mount/boot # or /dev/mmcblk0p0
$ umount mount # or /dev/mmcblk0p1


Clone the SD card onto a new image file: cat /dev/mmcblk0 >image.img

Now, new SD cards can be flashed with this image: cat image.img >/dev/mmcblk0



8.1.5.2 Post-boot configuration

Upon boot, the Pi will connect to the network at its specified IP. At this point, it should be logged into via SSH and the following Pi-specific configuration needs to be done:

Set the hostname: change the hostname in /etc/hostname from raspberrypi to the desired hostname, and do the same on the last line of /etc/hosts.

Set the IP address to the Pi’s desired permanent IP address by changing the static address line added to the bottom of /etc/dhcpcd.conf when creating the master image.

These steps can be automated with the configure.py script copied to the master disk image. The script takes in three arguments: the cluster group name (e.g. red, blue, green), the cluster number (e.g. red = cluster 1, blue = cluster 2, green = cluster 3), and the Pi number (within that cluster). The configure.py script will set the hostname to cluster_name + pi_number: Pi#47 in the blue cluster will be given the hostname blue. It will also set the IP to 192.168.cluster_number.pi_number, so if blue is cluster #2, the Pi will be given the IP 192.168.2.47.

Since the configure script edits system files, it must be run as root. The benefits of the single master image starts to come into play here: with one command, a Pi can be configured or reconfigured to be part of any cluster. New Pis will join the network at 192.168.0.3. To configure them, this command can be used from the cluster controller Pi: ssh root@192.168.0.2 /root/configure.py blue 2 47 - and the Pi will be configured as described above. If Pi 37 from the red group needs to be changed to Pi 20 in the green group, just run this command from the cluster controller: ssh root@192.168.1.37 /root/configure.py green 3 20.

The configure script will restart the Pi so that the hostname/IP change can be applied.

Now, the Pi is ready to have Kubernetes installed. (TODO: run apt update on first boot - this can also be put into the master image)




8.1.6 Federated Kubernetes Clusters With Raspberry Pi ☁️

After burning the Pis we need to set up the Pis. We developed a convenient set of deployment scripts that makes this possible.


8.1.6.0.1 Configuring Inventory

First, you must use cloudmesh-inventory to add your Pis to the inventory.

$ cms inventory add pi[1-5] --cluster CLUSTER_NAME\
                            --service pi_kubernetes\ 
                            --label worker
$ cms inventory set pi1 label to master   
  # change label for one pi from worker to master
$ cms inventory set pi[1-5] ip to 192.168.1.[21-25]
  # (or if IPs are not contiguous, set one Pi/IP pair at a time)





8.1.7 Connecting to WiFi (optional)

Next, cloudmesh-pi provides an automated setup process split into a few steps. Step 1 is to connect the Pis to the internet and set their timezone. If their ethernet connections have internet access, you can skip the WiFi step. To connect to WiFi, SSH to every Pi and run the ‘raspi-config’ program under sudo. This command will launch a shell on every host via SSH, and you can manually run rapsi-setup on each Pi to connect to WiFi.

$ cms pi ssh pi[1-5]


TODO Investigate automatically setting WiFi on each Pi, given the SSID+password once. See do_wifi_ssid_passphrase, line 1655: https://github.com/RPi-Distro/raspi-config/blob/master/raspi-config#L1655



8.1.8 Configure Timezones

Once connected, this configures their timezones:

$ cms pi setup1 pi[1-5]




8.1.9 Install Docker

The next step is to install Docker on each Pi. This unfortunately must be done manually on each Pi; the installation script provided by Docker fails to run successfully if it is automatically run via SSH. Use cloudmesh-pi to SSH to each pi:

$ cms pi ssh pi[1-5]


Once logged in to the first Pi, paste this command:

$ curl -sSl https://get.docker.com | sh ; tput bel; exit


That will install docker, then ring the terminal bell and close the SSH session (exit). cms pi ssh will automatically SSH to the next Pi, so you can just paste the same command in repeatedly until every Pi has Docker installed.



8.1.10 Finishing Setup

The remaining setup steps are automated:

$ cms pi setup2 pi[1-5]


This step can take a long time. The terminal bell will be rung when cloudmesh-pi is finished.



8.1.11 Creating a Cluster

The final two steps are to configure the master node and make workers join the cluster.

$ cms pi setupmaster pi1


This step can take a long time. The terminal bell will be rung when cloudmesh-pi is finished.

When setupmaster completes, the last line of its output will contain a ‘join command’ which can be run on the workers to join the cluster. This can be automatically run on every Pi:

# Note that pi1 is excluded here since it is the master.
$ "sudo JOIN_COMMAND" | cms pi cmd pi[2-5]
# Full example:
$ echo "sudo kubeadm join 192.168.1.122:6443 --token knlc4l.2pfdig67hb2cv16b --discovery-token-ca-cert-hash sha256:c9d558a1d63ddc27d5278c5ad3582d9697eb25b33c1c5643a10bec5b066969d4" | cms pi cmd pi[3-5]


cms pi cmd take the command from stdin instead of as an argument (cms pi cmd pi[2-5] "sudo kubectl join ...") because the cloudmesh shell parser appears to ignore the quotation marks around “sudo kubectl join” and thus the command is not parseable as a single argument.

To verify that everything is working correctly, SSH to the master node (cms pi ssh pi1) and run kubectl get nodes. Alternatively:

$ echo "kubectl get nodes" | cms pi cmd pi1


The output should be like this:

NAME   STATUS   ROLES    AGE    VERSION
pi1    Ready    master   27m    v1.17.0
pi2    Ready    <none>   20m    v1.17.0
pi3    Ready    <none>   101s   v1.17.0
pi4    Ready    <none>   76s    v1.17.0
pi5    Ready    <none>   39s    v1.17.0


Tip: if the worker nodes show as ‘NotReady’, reboot the cluster: echo sudo reboot | cms pi ssh pi[1-5]

As you can see, the master node has the role ‘master’ but the worker nodes have no role. Label them with this command:

# on master node pi1, label nodes pi[2-5] as workers
$ cms pi label pi1 pi[2-5]


Finally, the output of kubectl get nodes should look like this:

NAME   STATUS   ROLES    AGE    VERSION
pi1    Ready    master   27m    v1.17.0
pi2    Ready    worker   20m    v1.17.0
pi3    Ready    worker   101s   v1.17.0
pi4    Ready    worker   76s    v1.17.0
pi5    Ready    worker   39s    v1.17.0



8.1.11.0.1 Node SSH connections

This step will allow each node to SSH to another node in the cluster

$ cms host key create pi[1-5]
  # create RSA public/private keypair on each node
$ cms host key list pi[1-5] >pubkeys.txt
  # list all the public keys and save them into pubkeys.txt
$ cms host key scp pi[1-5] pubkeys.txt
  # add this computer's id_rsa.pub to pubkeys.txt, and push the result to each
  #  Pi's authorized_keys file




8.1.11.1 Details


8.1.11.1.1 cms pi setup

After burning each Pi, we need use the raspi-config command to set the keyboard layout and locale.

🅾️ improve and do this via commandline Gregor will than integrate in cms script

In addition we need to set up WiFi if necessary.

🅾️ This however can also be integrated into the burn or a cms command can be developed that sets this after the burn




8.1.11.2 Pytests

See test.py. Run it with the the first argument being the name given to the master node in cloudmesh-inventory (with the examples used earlier in this documentation, that was pi1).



8.1.11.3 Network issues

Kubernetes requires each node (master and worker) to have an internet connection. The Pis have two interfaces, Ethernet and WiFi. If their Ethernet connection provides an internet connection, then WiFi is not required and can be ignored. If their WiFi interface provides an internet connection, then Ethernet is not required and can be ignored. However, the nodes must be able to communicate with each other on the interface that provides the internet connection. For example, if they are connected to each other via Ethernet and to the internet via WiFi, but they cannot communicate with each other via WiFi (in cases where your WiFi provider implements AP isolation), the cluster will not work.

Secondly, it is highly advisable to provide the nodes with a static IP address (via the DHCP assignment settings on a WiFi router, or through cm-pi-burn for Ethernet), so that they are not subject to changing DHCP IP addresses. If the IP address of a node changes, it may be necessary to reconfigure the cluster to an unknown degree.


8.1.11.3.1 Network tunneling

is it possible to set up a tunnel between workers and hosts to get access to the network from the master node only, and than the workers use a tunnel to get to the master?


	https://www.ssh.com/ssh/tunneling/example



$ ssh -L 80:intra.example.com:80 gw.example.com



	https://www.digitalocean.com/community/tutorials/how-to-route-web-traffic-securely-without-a-vpn-using-a-socks-tunnel







8.1.12 Docker Benchmark With Raspberry Pi ☁️

A simple Docker image is used to test and benchmark the cluster. The image runs a HTTP server which will compute the factorial of a POSTed number and additionally return the real-world time used to compute it.

Make a file called Dockerfile with content:

FROM python:latest            # USE THIS LINE FOR RUNNING ON x64 COMPUTERS
FROM arm32v7/python:latest    # USE THIS LINE FOR RUNNING ON RASPBERRY PIS
COPY prog.py /
EXPOSE 80
CMD python3 prog.py


Note that if you are making an x64 image (with python:latest) you will need to do these steps on an x64 computer, and if you are making an ARM32v7 image (with arm32v7/python:latest) you will need to do these steps on a Pi (or another ARM32v7 computer).

And a file prog.py with content:

#!/usr/bin/env python3

# server that returns the factorial of a given number, along with the time taken
#  to compute it

from time import time
from math import factorial
from http.server import HTTPServer, BaseHTTPRequestHandler

import socket
hostname = socket.gethostname()

class FactorialHandler(BaseHTTPRequestHandler):
    def do_GET(self):
        self.send_response(200)
        self.send_header('Content-type', 'text/plain')
        self.end_headers()
        self.wfile.write("server working on node {}!\n".format(hostname).encode('utf8'))

    def do_POST(self):
        self.send_response(200)
        self.send_header('Content-type', 'text/plain')
        self.end_headers()

        n = int(self.rfile.read(int(self.headers['Content-Length'])))

        start_time = time()
        f = factorial(n)
        t = time() - start_time

        fmtstr = 'Factorial of {} is {}\nTook {} seconds to compute on node {}\n'
        self.wfile.write(fmtstr.format(n, f, t, hostname).encode('utf8'))

if __name__ == '__main__':
    print('running!')
    httpd = HTTPServer(('0.0.0.0', 80), FactorialHandler)
    httpd.serve_forever()




Build and then run the Docker image as follows:

$ sudo docker build -t factorial .
  # (or, with a different name for the ARM image)
$ sudo docker build -t factorial-arm .

$ sudo docker run --rm -it --name factorial -p 8080:80 factorial[-arm]
  # exposes port 80 of the container to port 8080 on localhost


You can then test the program with this command:

$ curl -X POST -d 5 localhost:8080


The -d option specifies the data curl POSTs - in this case, the number to compute the factorial of.



To publish the image to Docker Hub:

$ sudo docker build -t yourUsername/factorial[-arm]:v1 .
$ sudo docker push yourUsername/factorial[-arm]:v1


I made an x64 image and ARM32v7 image and pushed them to my Docker Hub account as subraizada3/factorial:v2 and subraizada3/factorial-arm:v2. These will be used later to benchmark the Kubernetes cluster. Of course, you can follow these steps to create your own identical image and use that for benchmarking.


8.1.12.1 cm-burn ☁️

cm-burn is a program to burn many SD cards for the preparation of building clusters with Raspberry Pi’s. The program is developed in Python and is portable on Linux, Windows, and OSX. It allows users to create readily bootable SD cards that have the network configured, contain a public ssh key from your machine that you used to configure the cards. The unique feature is that you can burn multiple cards in a row.

A sample command invocation looks like:

cm-burn —-name  red[5-7] \
        --key ~/.ssh/id_rsa.pub \
        —-ips 192.168.1.[5-7] \
        —-image 2018-06-27-raspbian-stretch


This command creates 3 SD cards where the hostnames red5, red6, red 7 with the network addresses 192.168.1.5, 192.168.1.6, and 192.168.1.7. The public key is added to the authorized_keys file of the pi user. The password login is automatically disabled and only the ssh key authentication is enabled.



8.1.12.2 Process

The process of the burn is as follows.


	start the programm with the appropriate parameters the program will ask you to place an SD Card in the SD Card writer. Place it in

	the specified image will be burned on the SD Card

	next the SD Card will be mounted by the program and the appropriate modifications will bbe conducted.

	after the modifications the SD Card will be unmounted

	you will be asked to remove the card

	if additional cards need to be burned, you will go to step 2.



In case a SD Card of a PI in the cluster goes bad, you can simply burn it again by providing the appropriate parameters, and just print the subset that are broken.



8.1.12.3 Setting up a Single Large Cluster with cm-burn

cm-burn will setup a simple network on all cluster nodes configured. There are different models for networking configuration we could use. However we have decided for one that allows you to interface with your local Laptop to the cluster via Wifi. The setup is illustrated in Figure Networking.



Figure: Networking

We assume that you have used cm-burn to create all SD cards for the Pi’s. One of the Pi’s is specially configured with the command

cm-burn --master red01


The SD Card in the SD Card writer will be configured as a master. If the name does not match it will be configured as a worker. Only the master is connected with the Wifi network. All other nodes rout the internet connection through the master node. As the master node is on the same Wifi network as the laptop you can login to the ‘master’ node and from there log into the workers. To simplify access you could even setup ssh tunneled connections from the Laptop via the master. But this is left up to you if you wish.

As a result you will be able to login on each of the machines and execute commands such as

sudo apt-get update


Certainly you can even have a much simpler setup by just attaching a keyboard, mouse and monitor/TV to your master. This will allow you to directly work on the master node, not needing any additional hardware.



8.1.12.4 Setting up a Cluster of Clusters with cm-burn

To integrate the clusters into a single network, we need a switch or combination of switches to which we connect the clusters. This is depicted in the Figure Cluster of Clusters



Each cluster is naemed cluster01-clusterNN. The hostnames are node followed by 3 zeros padded with the node number There is a correlation between the cluster number and the node numbers in the following interval

a cluster has the nodes

[(clustername - 1) * 5 + 1, (clustername - 1) * 5 + 5]


For convenience we will be also enabeling a cluster burn logic, that burns all images for a given cluster

cm-burn –workers=5 –name=cluster –nodes=nodes –id=3





8.1.12.5 Prerequisits


8.1.12.5.1 Raspberry Pi

We assume that you have set up a raspberry pi with the newest raspbian OS. We assume that you have changed the default password and can log into the pi.

We assume you have not done anything else to the OS.

The easiest way to duplicate the SD card is simply to clone it with the build in SD Card copier. This program can be found in the menu under Accessories.


[image: SD Card Copier]SD Card Copier

Figure: SD Card Copier

This program will copy the contents of the card plugged into the PI onto another one. The only thing you need is an USB SD Card writer. You cn accept the defaults when the cards are plugged in which allow you to copy the Internal SD Card onto the other one. Just be carefull that you do not overwrite your internal one. This feature can also be used to create backups of images that you have worked on and want to preserve.

Thus as you can see there is not much you need to do to prepare a PI to be used for burning the SD Card.

TODO: Python3


8.1.12.5.1.1 Card Burning from commandline


	Insert card and find mmcblk0, e.g. no letter p in it for partition



sudo ls -ltr /dev/*

sudo dd bs=1M if=~/.cloudmesh/images/imagename.img of=mmcblk0 status=progress conv=fsync




8.1.12.5.2 OSX


8.1.12.5.2.1 Card Burning

On OSX a good program is to use etcher for burning the images on disk:


	https://etcher.io/



To access it form the commandline you can also use


	https://etcher.io/cli/





8.1.12.5.2.2 File System Management

Unfortunately, the free versions of writing the ext file system are no longer supported on OSX. This means that as of writing of this document the best solution we found is to purchase and install extFS on the MacOS computer you use for burning the SD Cards. If you find an alternative, please let us know. (We tested ext4fuse, which unfortunately only supports read access, see Appendix)

To easily read and write ext file systems, please install extFS which can be downloaded from


	https://www.paragon-software.com/home/extfs-mac/



The purchase price of the software is $39.95.

If you like to not spend any money we recommend that you conduct the burning on a raspberry pi.

TODO: PYTHON3 use pyenv

Tip: An alternative would be using virtualbox and using a virtual machine to avoid purchasing extFS.





8.1.12.6 Windows


8.1.12.6.0.1 Elevate permissions for Python.exe in Windows


	Create a shortcut for python.exe

	Change the shortcut target into something like C:....exe



	Click “advance…” in the property panel of the shortcut, and click the option “run as administrator”





8.1.12.6.0.2 Executable needed to burn the image on SD Card:

Download CommandLineDiskImager from the following url


	https://github.com/davidferguson/CommandLineDiskImager



The above executable will be used by cm-burn script.

It’s necessary to burn the raspbian image to the SD card with this executable manually or thru Etcher in order to continue with next step.

CommandLineDiskImager.exe C:\Users\John\Downloads\raspbian.img G



8.1.12.6.0.3 File System Management

Download the Open source ext3/4 file system driver for Windows installer from


	http://www.ext2fsd.com/

	Open Ext2fsd exe

	The burned image in the previous step in SD card will have 2 partition

	FAT32 partition will be assigned with the Drive letter - Boot Drive

	Assign Drive Letter for EXT4 (Right click on the EXT4, Assign letter.

The drive letter will be used while running cm-burn) - Root Drive

	Setting Automount of this EXT4

	F3 or Tools->Ext2 Volume Management

	Check-> Automatically mount via Ext2Mgr

	The instructions above needed for the Ext2fsd to reserve the Drive Letters and any raspbian image burned to SD will be auto mounted to the specific reserved drive letters. These drive letters need to be specified while using cm-burn






8.1.12.7 Installation


8.1.12.7.1 Install on your OS

Once you have decided which Computer system (MacOS, Linux, or Windows) you like to use for using the cm-burn program you need to install it. The program is written in python3 which we assume you have installed and is your default python in your terminal.

To install cm-burn, please execute

git clone https://github.com/cloudmesh/cm-burn.git
cd cm-burn
pip install .


In future it will also be hosted on pypi and you will be able to install it with

pip install git+https://github.com/cloudmesh/cm-burn


To check if the program works please issue the command

cm-burn check install

It will check if you have installed all prerequisites and are able to run the command as on some OSes you must be in the sudo list to runi it and access the SD card burner as well as mounting some file systems.



8.1.12.7.2 Usage


8.1.12.7.2.1 cmburn.yaml

cloudmesh:
    burn:
       image: None




8.1.12.7.2.2 Manual page


	git clone https://github.com/cloudmesh/cm-burn

	cd cm-burn

	python setup.py install

	Copy the Raspberyy PI images to be burned under ~/.cloudmesh/images



The manual page is as follows:

cm-burn -h
Cloudmesh Raspberry Pi Mass Image Burner.

Usage:
  cm-burn create --group GROUP --names HOSTS --image IMAGE [--key=KEY]  [--ips=IPS]
  cm-burn gregor --group GROUP --names HOSTS --image IMAGE [--key=KEY]  [--ips=IPS]
  cm-burn ls
  cm-burn rm IMAGE
  cm-burn get [URL]
  cm-burn update
  cm-burn check install
  cm-burn (-h | --help)
  cm-burn --version

Options:
  -h --help     Show this screen.
  --version     Show version.
  --key=KEY     the path of the public key [default: ~/.ssh/id_rsa.pub].
  --ips=IPS     th ips in hostlist format

Location of the images to be stored for reuse:
  
  ~/.cloudmesh/images
  ~/.cloudmesh/inventory
  

Description:
  cm-burn create [--image=IMAGE] [--group=GROUP] [--names=HOSTS]
                 [--ips=IPS] [--key=PUBLICKEY] [--ssid=SSID] [--psk=PSK]
                 [--domain=DOMAIN]
                 [--bootdrive=BOOTDRIVE] [--rootdrive=ROOTDRIVE]
                 [-n --dry-run] [-i --interactive]
  cm-burn ls [-ni]
  cm-burn rm IMAGE [-ni]
  cm-burn get [URL]
  cm-burn update
  cm-burn check install
  cm-burn hostname [HOSTNAME] [-ni]
  cm-burn ssh [PUBLICKEY] [-ni]
  cm-burn ip IPADDRESS [--domain=DOMAIN] [-ni]
  cm-burn wifi SSID [PASSWD] [-ni]
  cm-burn info [-ni]
  cm-burn image [--image=IMAGE] [--device=DEVICE]
                [-ni]
  cm-burn (-h | --help)
  cm-burn --version

Options:
  -h --help         Show this screen.
  -n --dry-run      Show output of commands but don't execute them
  -i --interactive  Confirm each change before doing it
  --version         Show version.
  --key=KEY         the path of the public key [default: ~/.ssh/id_rsa.pub].
  --ips=IPS         the IPs in hostlist format
  --image=IMAGE     the image to be burned [default: 2018-06-27-raspbian-stretch.img].

Example:
  cm-burn create --names red[000-010] ips --image rasbian_latest
  cmb-urn create --group g1 --names red[001-003] --key c:/users/<user>/.ssh/id_rsa.pub --image 2018-06-27-raspbian-stretch.img --bootdrive I --rootdrive G --domain 192.168.1.254 --ip 192.168.1.[111-113]






8.1.12.8 Appendix


8.1.12.8.1 OSX ext4fuse

Unfortunately ext4fuse only supports read access. To install it please use the following steps. However it will not allow you to use the cm-burn program. It may be useful for inspection of SD Cards

On OSX you will need brew and install osxfuse and ext4fuse

brew cask install osxfuse
brew install ext4fuse


To run it, your account must be in the sudoers list. Than you can do the following

mkdir linux
mkdir boot
cp  ../*.img 00.img
brew cask install osxfuse
brew install ext4fuse
hdiutil mount 00.img 


This will return

/dev/disk3              FDisk_partition_scheme          
/dev/disk3s1            Windows_FAT_32                  /Volumes/boot
/dev/disk3s2            Linux          


We can now access the boot partition with

ls /Volumes/boot/


This partition is writable as it is not in ext format.

However to access the Linux partition in read only form we need to mount it with fuse

sudo mkdir /Volumes/Linux
sudo ext4fuse /dev/disk2s2 /Volumes/Linux -o allow_other
ext4fuse /dev/disk2s2 linux
less linux/etc/hosts
sudo umount /Volumes/Linux 




8.1.12.8.2 Activate SSH

see method 3 in https://www.raspberrypi.org/documentation/remote-access/ssh/

Draft:

Set up ssh key on windows (use and document the ubuntu on windows thing)

you will have ~/.ssh/id_rsa.pub and ~/.ssh/id_rsa

copy the content of the file ~/.ssh/id_rsa.pub into ???/.ssh/authorized_keys ??? is the location of the admin user i think the username is pi

enable ssh on the other partition while creating the fike to activate ssh



8.1.12.8.3 Hostname

change /etc/hostname



8.1.12.8.4 Activate Network

see https://www.raspberrypi.org/learning/networking-lessons/rpi-static-ip-address/



8.1.12.8.5 Change default password

From the net (wrong method):

Mount the SD card, go into the file system, and edit /etc/passwd. Find the line starting with “pi” that begins like this:

pi:x:1000:1000...

Get rid of the x; leave the colons on either side. This will eliminate the need for a password.

You probably then want to create a new password by using the passwd command after you log in.

The right thing to do is to create a new hash and store it in place of x. not yet sure how that can be done a previous student from the class may have been aboe to do that Bertholt is firstname.

could this work? https://unix.stackexchange.com/questions/81240/manually-generate-password-for-etc-shadow

python3 -c "from getpass import getpass; from crypt import *; p=getpass(); print('\n'+crypt(p, METHOD_SHA512)) if p==getpass('Please repeat: ') else print('\nFailed repeating.')"




8.1.12.9 Unmount Drives on Windows

RemoveDrive.exe needs to be downloaded to c:from the following path and to have the Administrator rights (Right Click on the exe -> Properties -> Compatibility Tab -> Run this program as an Administrator


	https://www.uwe-sieber.de/drivetools_e.html



See also


	https://docs.microsoft.com/en-us/powershell/module/microsoft.powershell.management/remove-psdrive?view=powershell-6



Gregor thinks that unmounting is much easier in an aelevated command prompt using

mountvol <Drive Letter>: /d





8.1.13 Links


	https://github.com/cloudmesh-community/hid-sp18-419/blob/master/cluster/headless_setup.md

	https://medium.com/@viveks3th/how-to-bootstrap-a-headless-raspberry-pi-with-a-mac-6eba3be20b26

	network setup is not good as it requires additional step, we want to preconfigure on sd card and plug in multiple pis at once not a single one.




	https://github.com/cloudmesh/cloudmesh.pi/blob/dev/bin/cm-burn

	http://www.microhowto.info/howto/mount_a_partition_located_inside_a_file_or_logical_volume.html

	http://www.janosgyerik.com/mounting-a-raspberry-pi-image-on-osx/

	https://github.com/Hitabis/pibakery

	http://osxdaily.com/2014/03/20/mount-ext-linux-file-system-mac/

	https://linuxconfig.org/how-to-mount-rasberry-pi-filesystem-image

	https://www.jeffgeerling.com/blogs/jeff-geerling/mounting-raspberry-pis-ext4-sd

	https://blog.hypriot.com/post/cloud-init-cloud-on-hypriot-x64/

	https://www.paragon-software.com/home/extfs-mac/





8.1.14 OSX during burning

/dev/disk0 (internal):
   #:                       TYPE NAME                    SIZE       IDENTIFIER
   0:      GUID_partition_scheme                         2.0 TB     disk0
   1:                        EFI EFI                     314.6 MB   disk0s1
   2:                 Apple_APFS Container disk1         2.0 TB     disk0s2

/dev/disk1 (synthesized):
   #:                       TYPE NAME                    SIZE       IDENTIFIER
   0:      APFS Container Scheme -                      +2.0 TB     disk1
                                 Physical Store disk0s2
   1:                APFS Volume Macintosh HD            811.4 GB   disk1s1
   2:                APFS Volume Preboot                 26.8 MB    disk1s2
   3:                APFS Volume Recovery                519.0 MB   disk1s3
   4:                APFS Volume VM                      9.7 GB     disk1s4

/dev/disk2 (external, physical):
   #:                       TYPE NAME                    SIZE       IDENTIFIER
   0:     FDisk_partition_scheme                        *31.9 GB    disk2

/dev/disk3 (external, physical):
   #:                       TYPE NAME                    SIZE       IDENTIFIER
   0:     FDisk_partition_scheme                        *31.9 GB    disk3
   
   


## Experiment DIY multiSDCard writer

We intend to experiment to build a multiSD card writer via USB. We will attempt to do this for OSX initially, therefore we like to order the following product


	USB Hub 3.0 Splitter, LYFNLOVE 7 Port USB Data



We will use multiple USB card readers (possibly just USB2 till we replacethem with USB3)

Than we will rewrite our program to attempt using the SDcard writers

```



8.1.15 cm-pi-burn ☁️

WARNING: This program is designed for a Raspberry Pi and must not be executed on your laptop


8.1.15.1 Setup a Master Raspberry Pi

We recommend that you install first on one Raspberry pi the full operating system. Please consult with the manuals on how to burn your SD card.

Download the latest Raspbian Desktop image from https://www.raspberrypi.org/downloads/raspbian/ and unzip it to get a .img file. Insert a SD card into your computer and burn it with this image using a program like Etcher.

Once you have achieved that and configured the OS (dont forget to use a strong password) you need to update it after the customary reboot.

Make sure your time is set up properly, which you can do with

$ sudo date -s "Dec 2, 2019 14:03 EST"


and put in the appropriate time string corresponding to your date and time and time zone.

Now, open a terminal and execute

    $sudo apt-get update
    $sudo apt-get full-upgrade


Now you have to create an ssh key with the command

    ssh-keygen


Keep the default location and use a strong passphrase. Using no passphrase is not recommended. You can use ssh-add in a terminal so you do not have to all the time type in your passphrase. Please consult with the manual on ssh-keygen and ssh-add.



8.1.15.2 Activate python 3

Next configure python 3 with the help of a virtual env

    $python3 -m venv ~/ENV3
    $source ~/ENV3/bin/activate


Place at the end of your .bashrc file the line

source ~/ENV3/bin/activate


Now open a new terminal and see if it has the (ENV3) as a prefix to your command prompt.

If this is the case close all the other windows and use the terminal you just started.



8.1.15.3 Installation

First you must install cm-pi-burn. In a future version this will be done with

$ pip install cloudmesh-cmburn


However in the meanwhile you do it as follows:

$ mkdir cm
$ cd cm
$ git clone https://github.com/cloudmesh/cloudmesh_pi_burn.git
$ cd cloudmesh_pi_burn
$ pip install -e .


In future we will remove the -e

$ pip install .




8.1.15.4 Information about the SD Cards and Card Writer

You will need at least one SD Card writer. However, cm-pi-burn is supposed to work also with an USB hub in which you can plug in multiple SD Cards and burn one card at a time. Once done you can add a new batch and you can continue writing. This is done for all specified hosts so that you can minimize the interaction with the SD cards.

To find out more about the Card writers and the SD Cards, you can use the command

$ cm-pi-burn detect


It will first ask you to not plug in the SDCard writer to probe the system in empty status. Then you need to plug in the SD Card writer and with the cards in it. After you have said yes once you plugged them in, you will see an output similar to:

# ----------------------------------------------------------------------
# Detecting USB Card Reader
# ----------------------------------------------------------------------

Make sure the USB Reader is removed ...
Is the reader removed? (Y/n) 
Now plug in the Reader ...
Is the reader pluged in? (Y/n) 

# ----------------------------------------------------------------------
# Detected Card Writer
# ----------------------------------------------------------------------

Bus 002 Device 020: ID 045b:0210 Hitachi, Ltd 
Bus 002 Device 024: ID 05e3:0749 Genesys Logic, Inc. 
Bus 001 Device 014: ID 045b:0209 Hitachi, Ltd 
Bus 001 Device 015: ID 045b:0209 Hitachi, Ltd 
Bus 001 Device 016: ID 05e3:0749 Genesys Logic, Inc. 
Bus 002 Device 023: ID 05e3:0749 Genesys Logic, Inc. 
Bus 002 Device 019: ID 045b:0210 Hitachi, Ltd 
Bus 002 Device 021: ID 05e3:0749 Genesys Logic, Inc. 
Bus 002 Device 022: ID 05e3:0749 Genesys Logic, Inc. 


Note that in this case we will see two devices, one for the USB hub in which the card is plugged in, and one for the SD Card itself.

Next we like to show you a bit more useful information while probing the operating system when the SD Card Writers are plugged in. Please call the command:

$ cm-pi-burn info


You will see an output similar to

# ----------------------------------------------------------------------
# Operating System
# ----------------------------------------------------------------------

Disk /dev/mmcblk0: 29.7 GiB, 31914983424 bytes, 62333952 sectors
Units: sectors of 1 * 512 = 512 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/O size (minimum/optimal): 512 bytes / 512 bytes
Disklabel type: dos
Disk identifier: 0x5e3da3da

Device         Boot  Start      End  Sectors  Size Id Type
/dev/mmcblk0p1        8192   532479   524288  256M  c W95 FAT32 (LBA)
/dev/mmcblk0p2      532480 62333951 61801472 29.5G 83 Linux

# ----------------------------------------------------------------------
# SD Cards Found
# ----------------------------------------------------------------------

+------+----------+--------+----------+-------+-------------------+-----------+-----------+
| Name | Device   | Reader | Formated | Empty | Size              | Removable | Protected |
+------+----------+--------+----------+-------+-------------------+-----------+-----------+
| sde  | /dev/sde | True   | True     | True  |  31.9 GB/29.7 GiB | True      | False     |
| sdd  | /dev/sdd | True   | True     | False |  31.9 GB/29.7 GiB | True      | False     |
| sdc  | /dev/sdc | True   | True     | True  |  31.9 GB/29.7 GiB | True      | False     |
| sdb  | /dev/sdb | True   | True     | False |  31.9 GB/29.7 GiB | True      | False     |
| sda  | /dev/sda | True   | True     | False |  31.9 GB/29.7 GiB | True      | False     |
+------+----------+--------+----------+-------+-------------------+-----------+-----------+


Under Operating system you will see the block device you will see information about your operating system. This it the card plugged into the back of your PI.

Under SDCards found you will see the list of SD Cards and some information about the cards that are plugged into the writers.

Make sure that you only include cards that you truly want to overwrite. We have give an example where this is not the case while indicating it in the Empty column. We recommend that you only use formatted cards so you are sure you do not by accident delete infprmation.



8.1.15.5 ROOT

For the burn process you need to use root priviledges. To achieve this you need to execute the following commands. The source command activates the python virtual env that you have created where you installed the cm-pi-burn command

$ sudo su
# source /home/pi/ENV3/bin/activate


Please note that for our notation a # indicates this command is executed in root.



8.1.15.6 Finding Image Versions

First you have to find the raspbian image you like to install. For this purpose we have developed a command that lists you the available images in the Raspberry Pi repository. To see the versions, please use the command

# cm-pi-burn image versions


Once in a while they come out with new versions. You can refersh the list with

# cm-pi-burn image versions --refresh




8.1.15.7 Downloading an Image

To download the newest image, use the command

# cm-pi-burn image get latest


The image is downloaded into the folder


	~/.cloudmesh/cmburn/images



To list the downloaded images you can use the command

# cm-pi-burn image ls


In case you like to use the latest download, you can use the command. You can also specify the exact URL with

# cm-pi-burn image get https://downloads.raspberrypi.org/raspbian_lite/images/raspbian_lite-2019-09-30/2019-09-26-raspbian-buster-lite.zip




8.1.15.8 Creating Cluster SD-Cards

Next we describe how we create a number of SD-Cards to create a cluster. Each card will have a unique hostname, an ipaddress and you public key. To locate your device you can use:

$sudo fdisk -l


or the more convinient option would be to use the

$cm-pi-burn info  


You can look at the names of your devices under the device column. Eg /dev/sda,/dev/sdb,etc



8.1.15.9 Burning SD-Cards

To burn one card, we will use cm-pi-burn create with several important options: * --image specifies the name of the image to burn * --device is the path to the SD card. If this option is ommitted, then cm-pi-burn will use the devices listed under cm-pi-burn info * --hostname is the name for the pi * --sshkey is the path to your SSH PUBLIC key * --blocksize specified to 4M for our purposes

If you want to specify a password for desktop login (for debugging purposes), you can use the option


	--passwd=PASSWD



to set a password. In the future, you should not use this option as we do not want to login through the terminal. We only want to SSH from the master Pi


8.1.15.9.1 Auto Format to FAT32

The --format is an option that can be used to automatically format your SD card to FAT32. The current implementation is quite unstable as it makes several assumptions. If this option is used, it will most likely work.

Do not worry if you see the message No partition is defined yet!



8.1.15.9.2 Note on using a static IP address

You can use the --ipaddr=IP option to set a static IP address for your Pis. To make sure this works, ensure that your master Pi is connected to the network as cm-pi-burn will pull information from the network to configure static IP usage.

For more information on options, see /cmburn/pi/cmpiburn.py

# cm-pi-burn create \
    --image=2020-02-05-raspbian-buster-lite \
    --device=/dev/sda \
    --hostname=red2 \
    --sshkey=/home/pi/.ssh/id_rsa.pub \
    --blocksize=4M \
    --ipaddr=169.254.10.30 \
    --format


Here we are assuming that your device name is sda but its very important to verify it once before executing the above command. Note that if we omit the --device option, then cm-pi-burn will refer to the devices listed using cm-pi-burn info

If your Pis are going to use ethernet connection, then the command is as simple as:

# cm-pi-burn create \
    --image=2020-02-05-raspbian-buster-lite \
    --device=/dev/sda \
    --hostname=red2 \
    --sshkey=/home/pi/.ssh/id_rsa.pub \
    --blocksize=4M \
    --ipaddr=169.254.10.32 \
    --format


To burn many cards you can specify them conveniently in parameter notation in the --hostname and --ipaddr arguments:

# cm-pi-burn create \
    --image=2020-02-05-raspbian-buster-lite \
    --device=/dev/sd[a-f]
    --hostname=red[2-7] \
    --sshkey=/home/pi/.ssh/id_rsa.pub 
    --blocksize=4M
    --ipaddr=169.254.10.[32-37] \
    --format


Note the ranges are inclusive. Alternatively, we can ommit the –device option and allow cm-pi-burn to detect the devices from cm-pi-burn info:

# cm-pi-burn create \
    --image=2020-02-05-raspbian-buster-lite \
    --hostname=red[2-7] \
    --sshkey=/home/pi/.ssh/id_rsa.pub \
    --blocksize=4M \
    --ipaddr=169.254.10.[32-37] \
    --format


You may see the program output some unmount errors during the burn process - this is normal.

After the process is completed, a message will appear on your terminal stating the number of cards you have burnt.

You can verify if the burn process is completed or not by plugging in one of the SD cards to a raspberry pi and starting it. Raspberry Pi terminal appears asking your login and password. After the sucessfull authentication, now you can use your raspberry pi just like any other.

Here is an alternative version to the command above with a different –device option.

# cm-pi-burn create \
    --image=2020-02-05-raspbian-buster-lite \
    --device=/dev/sda \
    --hostname=red[2-7] \
    --sshkey=/home/pi/.ssh/id_rsa.pub \
    --blocksize=4M \
    --ipaddr=169.254.10.[32-37] \
    --format


Notice here how we have only listed one port in the –device option. This would be in the case that we only have one SD card writer, but we don’t want to rerun the command each time. That would be quite tedious. Instead, the command will burn to /dev/sda with hostname red2, then a prompt will come up asking the user if we want to reuse /dev/sda.

Slot /dev/sda needs to be reused. Do you wish to continue? [y/n] 
# y
Insert next card and press enter...
# [enter]
Burning next card...


In this way, we avoid having to rerun the command while providing enough safeguards so we don’t accidentally overwrite the last SD card. This prompt will also appear if the number of hosts (in this example there are 4 hosts) exceeds the number of available devices (1 in this example).

If the only device listed uner cm-pi-burn info is /dev/sda, then the above command is equivalent to:

# cm-pi-burn create \
    --image=2020-02-05-raspbian-buster-lite \
    --hostname=red[2-7] \
    --sshkey=/home/pi/.ssh/id_rsa.pub \
    --blocksize=4M \
    --ipaddr=169.254.10.[32-37] \
    --format





8.1.15.10 From the raspberry FAQ

Quote: There is no on/off switch! To switch on, just plug it in. To switch off, if you are in the graphical environment, you can either log out from the main menu, exit to the Bash prompt, or open the terminal. From the Bash prompt or terminal you can shut down the Raspberry Pi by entering sudo halt -h. Wait until all the LEDs except the power LED are off, then wait an additional second to make sure the SD card can finish its wear-levelling tasks and write actions. You can now safely unplug the Raspberry Pi. Failure to shut the Raspberry Pi down properly may corrupt your SD card, which would mean you would have to re-image it.

LED control: See Gregors pi book there is a section describing how to do it

See also https://www.jeffgeerling.com/blogs/jeff-geerling/controlling-pwr-act-leds-raspberry-pi    
There may be more resources
We can use this to test which node is which. E.g 
develop a class that sets the leds on one or more from the master with ssh

See also 
https://www.raspberrypi.org/forums/viewtopic.php?t=12530


SSHFS: add master to .ssh/config onlocal machine

Host master
     HostName xxx.xxx.xxx.xxx
     User pi
     IdentityFile ~/.ssh/id_rsa.pub

mkdir master
sshfs master: master






8.2 Deployement Of Databases in Multiple Cloud ☁️

Balakrishna Katuru (Bala) fa19-516-141

🅾️ essential info to your project missing, see other report.md files from otehr studnets


8.2.1 Objective

Deploying Databases in multiple clouds.



8.2.2 Facts and comparisions about top could service providers

This section discuss about the details of various cloud service models, public cloud service market share of major service providers. And also what are the challenges the customers expereinced while using cloud services.



8.2.3 Types of Cloud – Services Models


[image: Image]Image



8.2.4 Enterprice Public Cloud Adaption

Look at the major public cloud providers stake.
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Top four Cloud service providers Scorecard in 2018.
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The challenges while using the Cloud services are given below
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8.2.5 Project Synapsis


	Can be considered cloud storage(Example: Create a Bucket in case of Google) to deploy the Database.

	Adapt a cloud based storage service using REST service & APIs.

	The Database will be deployed in multiple clouds using the appropriate storage service.

	Use an abstract API to deploy the Database independent of the underlying infrastructure.





8.2.6 Technologies


	Python

	Cloudmesh

	AWS

	API / Rest





8.2.7 Overview

This application will be developed using AWS SQL databaseas back end and Python Flask to create front end UI.

Backend: My SQL server database will be created on AWS. And then a table to be created to store the data Ex: Employee Name, Employee ID, Department, Salary, Phone, Email.

Frontend: Frontend will have basic controlsto input teh data like employee details. With user interaction, CRUD operations will be performed. Display all records, add new record, update existing record and delete the existing record.

Modules: Table, flask, mysql.



8.2.8 Implementation and Deployement steps


	Creation of cloud accounts

	Creating directories:

	Creating Flask Module: Create app.py script to import the flask module.

	Creating Database Configuration: Create db_config.py Python script to setup the MySQL database configurations to connect the database.

	Creating Main Script: Create main.py script, that will define all URIs or Action paths to perform CRUD operations with user interation.

	Implementing REST End Points:





8.2.9 Test Scenarios


	When execute the python main.py, the server will start on default port 5000.


	Success massage after insert data in to table. And also teh message after successful Update/delete operation.






8.2.10 References


	https://blog.rapidapi.com/how-to-use-an-api/

	https://www.devteam.space/blog/top-10-cloud-computing-services-providers/

	https://www.zdnet.com/article/top-cloud-providers-2018-how-aws-microsoft-google-ibm-oracle-alibaba-stack-up/






8.3 Spark Cluster Management Abstraction Layer ☁️


	Anish Mirjankar fa19-516-153

	Siddhesh Mirjankar fa19-516-164

	Gregor von Laszewski

	Insights



The following repositories contain the code in this project. * cloudmesh/cloudmesh-cluster * cloudmesh/cloudmesh-spark * cloudmesh/cloudmesh-hadoop * cloudmes/cloudmesh-k8


8.3.1 Introduction

In various enterprise data pipelines, there is a lack of multi-cloud architecture, often due to cloud platforms offering easy-to-use products such as AWS Elastic MapReduce, Azure HDInsight, Google Dataproc, or Oracle Big Data Cloud Service. Businesses suffer from the lack of the ability to deploy applications to clusters that encompass several cloud platforms and on-premises storage/compute. These data pipelines can benefit from a provider-agnostic solution that will encompass all their available options, rather than forcing them to choose a cloud platform over another. This can be especially beneficial to data teams that require dynamic storage solutions and want the flexibility to move between cloud platforms with ease. Our solution will integrate a flexible cloud cluster service into the resource management services provided by Cloudmesh, in order to provide teams with a better resource with which to easily deploy clusters.

The following process diagram describes how our application will interact with cloud instances, other processes (Docker/Kubernetes, Cloudmesh), and the live Hadoop/Spark instances. [image: “Process Diagram”]

Source



8.3.2 Progress/Benchmarking

Our team prototyped our product using a combination of Docker and Nomad on OpenStack to orchestrate clusters and deploy applications. Cloudmesh was used to manage cloud instances, build images, and automate the deployment cycle. Nomad was initially used due to its ease of use for prototyping and general-purpose application deployment (source). Nomad was rejected due to the superiority of the Kubernetes technology stack, which provided a quicker deployment and more effective job management. Our team is currently working on integrating Parameterized Stanzas into the Cloudmesh Kubernetes Deployment in order to complete the replacement of Nomad in our project.

Our team is additionally working on the following cloudmesh commands in order to automate the deployment and requesting of instances based on available resources:

cluster create -n NAME -p PROVIDER [HOSTNAMES]
cluster add -n NAME HOSTNAME
cluster remove -n NAME HOSTNAME
cluster kill -n NAME
cluster info -n NAME 
cluster submit -n NAME JOB
cluster list


Source



8.3.3 Deploying a Kubernetes Cluster using Cloudmesh

The following capabilities of Cloudmesh were used to provision instances and deploy Kubernetes to AWS, Azure, and OpenStack: * cloudmesh-cloud: Resource provisioning, cloud access * cloudmesh-inventory: Resource management, access & security * cloudmesh-cluster: Cluster deployment, images


8.3.3.1 How to deploy a Kubernetes Cluster?

Step 1: Use a Unix-based CLI to enter the directory cloudmesh_hadoop.

Step 2: Clean up docker artifacts.

make clean


Step 3: Initiate the build process in the Makefile.

make build


Step 4: Run docker-compose to aggregate the output of all the dockerfiles.

docker-compose up


Step 5: Run all the run commands in the Makefile

make run


Step 6: Deploy a Kubernetes Cluster

docker stack deploy --orchestrator kubernetes -c docker-compose.yml cloudmesh_hadoop


Step 7: Remove the Kubernetes Cluster

docker stack rm cloudmesh_hadoop





8.3.4 ## Deploying Hadoop on Kubernetes using Cloudmesh

Old revision, please refer only to content above



8.3.5 Introduction

In various enterprise data pipelines, there is a lack of multi-cloud architecture, often due to services like Spark being natively integrated into clusters such as AWS Elastic MapReduce [REFMISISNG], Azure [REFMISISNG], Google [REFMISISNG], or Oracle [REFMISISNG], as well as locally managed traditional clusters. These data pipelines can benefit from a provider-agnostic solution that will encompass all their available options, rather than forcing them to choose a cloud platform over another. This can be especially beneficial to data teams that require dynamic storage solutions and want the flexibility to move between cloud platforms with ease. We will leverage the convenient multi-cloud interfaces provided by Cloudmesh [REFMISISNG].

🅾️ it is unclear why the use of native cluster is bad … maybe it is not bad, but its good. maybe its just another way … Motivation for project not yet fully clarified.



8.3.6 Cloudmesh

We use cloudmesh whic provides the following benefical features:


	Support for multicloud VM management on AWS, Azure, Google. Oracle, OpenStack.

	Support for containers just the same way VMs are supported (this has not been leveraged yet in this activity).

	Support for bookkeeping VM’s and containers in a database

	Support for bookkeeping of an inventory of services

	ability to distribute a default configuration file that allows easy authentication and selection of default images and VM sizes

	Availability of a sophisticated command shell with plugins allowing us to add solution specific commands in minutes



Together these features provide a very easy integration solution for deploying any cluster. However, we will focus here on the deployment of hadoop and spark clusters. The result will be an easy to use command:

$ cms cluster --name=mycluster --deploy=host[01-10] --service=hadoop
$ cms cluster --name=mycluster --deploy=host[01-10] --service=hadoop


To start jobs on such a cluster we do it with

$ cms cluster --name=mycluster --job=wordcount.jar


As we use standrad ssh protocoll, we can inspect and fetch data from a host with

$ cms cluster --name=mycluster get /fileonhost /fileonlocal
$ cms cluster --name=mycluster put /fileonlocal /fileonhost


These commands are easy to implement due to the availability of the database and the cms host command



8.3.7 Implementation


8.3.7.1 Cluster Abstrations


8.3.7.1.1 Inventory

🅾️ describe



8.3.7.1.2 Cluster Dict

to represent a cluster in the databbase we simply add the inventory to the cloudmesh database. They are stored in the collection local-cluster. Cloudmesh has a sophisticated easy to use interface to MongoDB allowing augmented functions with a decorator to write into the database as long as they return a dict and contain a cm dict specifying its uniqueness and name. For our cluster we define it as

"cm" : {
    "kind" : "secgroup",
    "name" : "mycluster",
    "cloud" : "local", # the cluster service runs locally 
                       # in futer version we will rename cloud to 
                       # either service or location
                       # on which cloud the node runs is specified
                       # within each node. 
    "collection" : "local-secgroup",
    "created" : "2019-12-18 19:57:22.052384",
    "modified" : "2019-12-18 19:57:22.052384"
}
"name" : "mycluster",
"inventory": .... # details from inventory 


We implement a class that allows easy access to this functionality as an API

class Cluster:

def list(name=name):
    return dict  
    
@DatabbaseUpdate
def add(name=name, spec=inventory_spec):
    return dict    

@DatabbaseUpdate
def delete(name=name):
    return dict    

@DatabbaseUpdate
def status(name=name):
    return dict    
    
@DatabbaseUpdate
def deploy(name=name, spec=deploy_spec):
    return dict    

@DatabbaseUpdate
def run(name=name, spec=run_spec):
    return dict    


This API can than be used in a cloudmesh Plugin command to make the functionality available from the command line.





8.3.8 Proposal 🅾️ we are long past the proposal stage

We will be exploring options for an implementation of Apache Spark that can be managed remotely from a multi-cloud orchestration service. We will abstract the storage and compute initalization within Spark to run parameterized jobs from this service. This will allow the performance bottlenecks of high-performance data transfer to be contained within the cluster itself, rather than a data source.



8.3.9 Action

In order to solve this problem, we will be using cloudmesh to coordinate the the vm management on which we install the clusters. This is facilitated also by the following commands available in cloudmesh:


	cms vm boot

	cms inventory

	cms host



In addition we leverage docker images developed by bde2020 …

TODO write if you deverge from them, looks like you need more explanations


The kubernetes image Dockefiles are available in the Repository cluster, and generating a standalone Spark image that will run parameterized jobs, utilizing all of the available multi-cloud options available to the orchestator as well as all of the compute instances. We will also be implementing a testing service that will provide the cluster with the access to compute resources and storage that the jobs will need to run.

🅾️ at no time was mentioned that the images are copied from bde2020 in the report which is not good as that would be plagiarizm if you do not mention it.



8.3.10 Solution

The solution is composed of the following workflow:


	creating a cluster with cloudmesh

	interacting with the cluster with the existing inventory the host and the vm commands (and improving them if they do miss features)

	Deploying Hadoop and/or Spark on the cluster

	Starting hadoop or spark jobs on the cluster

	Retrieving results form the jobs



jobs to the cluster. To make it more convenient for the user, we will integrate this workflow into a convenient cloudmesh command. This command will replace the prior work that was conducted in cloudmesh BDRA that deployed hadoop and spark with ansible scripts. i forgot the link … we need to find them in the repos

The command will be called cms cluster and has the following manual page:

TBD



8.3.11 Progress

🅾️ please remove this progress section and instead focus on the report writing. For example the report of the first item in your progress is unclear and not even needed for this project. Please drop the use of nomad. Cloudmesh can do this and has been doing thsi before nomad even existed.


	Successfully deployed a Hadoop using a Nomad Cluster

🅾️ if nomad deploys hadoop or just a cluster, please explain, your report is to vague and thus proper feedback is impossible.


	Integrated the deployment with Cloudmesh. Automation is left.

⭕ if you use cloudmesh i do not see why you need nomad.


	Successfully deployed a Hadoop using a Kubernetes Cluster

	Need to integrate and automate the deployment with Cloudmesh




🅾️ please review the host command in cloudmesh-inventory. Ideally we should merge the commands. The reason I could not see what you did is that you did not use proper markdown, so all your links did not work. Thus instead of calling the command in inventory cluster I called it host to simplify the merging. Please remember that merging is part of this review process. We need that functionality only once.

🅾️ the previous comment indicates to me that we discussed the use of nomad before. I also recal that we several times mentioned that we shoudl start vms with cloudmesh and use inventory to manage the nodes.

The following commands will be integrated into the cloudmesh service:

cluster create -n NAME -p PROVIDER [HOSTNAMES]
cluster add -n NAME HOSTNAME
cluster remove -n NAME HOSTNAME

# only cloudmesh - bring every machine involved in server down
cluster kill -n NAME 

cluster info # find all clusters

# find info about given cluster (query the address for 
# either kubernetes or nomad)
cluster info -n NAME 
cluster submit -n NAME JOB
cluster list


Source


8.3.11.1 Interaction

We are interacting with the nomad and kubernetes REST APIs to dynamically modify and interact with the cluster/agent configurations while jobs are running. For each interaction, cloudmesh queries the appropriate provider’s API to perform the action to avoid managing a local state.



8.3.11.2 Initialization

Using this mechanism, cloudmesh will be able to simultaneously initialize and prepare machines in a cluster while building and deploying the images. The initialization and preparation steps will submit the requested shell script to each machine added to the cluster:


	Kubernetes

	Nomad



We are using the Hadoop Distributed File System (HDFS) of Hadoop v3.2.1 to build docker images of the HDFS services namely Namenode, Datanode, Nodemanager and Resourcemanager. The following are the Dockerfiles for each HDFS service.


	Dockerfile for building a Hadoop Image 



	Dockerfile for Namenode 


	Shell Script to run Namenode 



	Dockerfile for Datanode 


	Shell Script to run Datanode 



	Dockerfile for Nodemanager 


	Shell Script to run Nodemanager 



	Dockerfile for Resourcemanager 


	Shell Script to run Resourcemanager 



	Dockerfile for Historyserver 


	Shell Script to run Historyserver 







8.3.11.3 Deployment

When submitting a job to each of these providers, cloudmesh will first build the requested image:


	Hadoop

	Spark - TODO

	Cloudmesh - if a remote instance is needed



And submit the jobfile to the cluster using the provider’s REST API.



8.3.11.4 How to deploy a Kubernetes Cluster?

Step 1: Make sure you are in the cloudmesh_hadoop directory and open Gitbash.

Step 2: Clean up docker

make clean


Step 3: Run all the build commands in the Makefile

make build


Step 4: Run docker-compose to aggregate the output of all the dockerfiles.

docker-compose up


Step 5: Run all the run commands in the Makefile

make run


Step 6: Deploy a Kubernetes Cluster

docker stack deploy --orchestrator kubernetes -c docker-compose.yml cloudmesh_hadoop


Step 7: Remove the Kubernetes Cluster

docker stack rm cloudmesh_hadoop




8.3.11.5 Deployment with the help of Cloudmesh

The deployment of VMs in cloudmesh is a one line command:

cms vm boot host[01-10]


To list the vms you can use

cms vm boot host[01-10]


To delete the VMS you can use

cms vm delete host[01-10]


To run commands on the hosts you can use

cms vm ssh host[01-10] command


As you can see cloudmesh has a very convenient mechanism to use user defined hostnames based on a standard configuration that is managed in a configuration file. This abstraction is very easy to understand for users.

Worker nodes and masters can be configured by convention, for example the first node can be the master node. If more detailes service fetures need to be recorded they can be added with the

cloudmesh inventory


command which allows us to easily manage service attribute names in a text yaml configuration file.



8.3.11.6 Deployment with the help of Nomad

At one point we used Nomad for this project, but we have to point out that using NOmad for this project is unnecessary as Cloudmesh provides the ability to manage vms and can stroe them in a database and also in an inventory file. These features have been available before Nomad was developed.

However, we also experimented with Nomad. Nomad is a cluster and resource management service primarily used for prototyping and is currently running on the HashiCorp ecosystem (Vagrant, Consul, Terraform, etc.) The primary use-case for nomad is quick protyping and rapid integration of new servers into a docker-based protocol. One strong benefit of nomad is its job parameterization functions - allowing images to be rapidly deployed through the API based on a minimal set of constraints.

Nomad is designed around a single software package which is to be installed on a Debian 9+ VM for optimal use. Nomad Installation

First, a nomad agent will be deployed:

nomad agent -dev        # for local development environment OR
nomad agent -client     # for cluster client agent OR
nomad agent -server     # for cluster server agent


This will ensure that nomad is running and searching for all peers in the network.

If peers do not exist in the nomad network, the user must instruct the nomad agent to look for servers. This can be controlled by the -servers option.

nomad agent -{type} -servers "host1:port,host2:port,..."


Once a nomad agent/cluster is generated, a jobfile must be deployed to this cluster. This can be performed by running the command:

nomad job run JOBFILE_PATH                     # if the cluster is locally held or the NOMAD_ADDR env variable is set OR
nomad job run -address={addr} JOBFILE_PATH     # if the cluster is remotely held


The nomad api can be easily accessed on a custom nomad port or the default port 4646. This api will control all machines connected to the same cluster.


8.3.11.6.1 Deploying Hadoop to the Nomad Cluster

The Hadoop ecosystem may be deployed to a nomad cluster using docker-based components. The following images will need to be built and deployed to a container repository or transferred to all nomad servers.

cd ~/cloudmesh/images/hadoop
docker build -t hadoop-base ./base
docker build -t hadoop-namenode ./namenode
docker build -t hadoop-datanode ./datanode
docker build -t hadoop-resourcemanager ./resourcemanager
docker build -t hadoop-nodemanager ./nodemanager
docker build -t hadoop-historyserver ./historyserver
docker build -t hadoop-submit ./submit


Each image will be run in a task in the format:

task "{task_name}" {
    image="{image_name}"
}






8.3.12 References


	Kubernetes

	Nomad

	Hadoop






8.4 Group Key Management for Cloudmesh ☁️

🅾️ needs to be completed

🅾️ dont use two spaces at end of line

🅾️ manual page not included

🅾️ examples are unintuitve, shoudl you not start with an emmpty list ?

:o2; commands are written as cms key add --source=FILENAME

Nayeem Baig


	email: nayeemullahbaig.93@gmail.com



	repo: fa19-516-172


	Contributors



	Forked Keygroup Branch





8.4.1 Introduction

In the cloud we need to give access to VMs to multiple users. The management of keys need to be automated and integrated with mongoDB. Cloudmesh is missing functionality to easily add keys and control the access policies related to key management. Functionality to utilize mongo DB have already been developed for the Security Rules and Security Groups functions. We can add Key Groups that are defined by both the related cloud provider and

collection of related keys to fine tune access control for all connected machines.

After addressing the completion of this elected task the students ahs the opportunity to work on additional other cloud security aspects of his chosing if desired.



8.4.2 Implementation


8.4.2.0.1 Automating Key Management




8.4.3 Tasks


8.4.3.1 CMS Key Command

Status: Completed

Last Update: Implemented cms key add NAME --source=FILE_PATH



8.4.3.2 CMS KeyGroup Command

Status: In Progress

Last Update: Only uploading keys to VMs is left




8.4.4 Progress


	Following commands have been implemented


	cms key add –source=FILENAME


	cms key group list


	cms key group add –group=abc –name="laszewsk_git_[0,,1,2]"


	cms key group delete –group=abc –name="laszewsk_git_[0,,1,2]"


	cms key group export –group=abc,klm –file=FILENAME







8.5 Task left


	cms key group upload –group=NAME ip=…. –authorized_keys





8.6 Usage


	cms key add –source=FILENAME




cms key add NAME --source=FILE_PATH 

(ENV3) nayeem@workspace:~$ cms key add --source=/home/nayeem/test/id_rsa2.pub ids2
Cloudmesh Database Update |################################| 1/1
(ENV3) nayeem@workspace:~$ cms key list
+------------------+---------+-------------------------------------------------+------------------+
| Name             | Type    | Fingerprint                                     | Comment          |
+------------------+---------+-------------------------------------------------+------------------+
| nayeemb          | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeem@workspace |
| TEST             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| idRSA1           | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| IDRSA2           | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git_0 | ssh-rsa | 74:cd:23:64:1b:7f:98:fc:aa:47:f3:b6:46:1f:74:a2 | nayeembaig_git_0 |
| nayeembaig_git_1 | ssh-rsa | 98:f4:89:23:57:8b:81:f4:3c:00:a6:23:2f:ed:07:47 | nayeembaig_git_1 |
| nayeembaig_git_2 | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeembaig_git_2 |
| testidrsa        | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git   | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| testing          | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| ids2             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
+------------------+---------+-------------------------------------------------+------------------+



	cms key group add –group=GROUPNAME NAME




(ENV3) nayeem@workspace:~$ cms key group add --group=testGroup6 ids2
Cloudmesh Database Update |################################| 1/1
(ENV3) nayeem@workspace:~$ cms key group list
+------------------+---------+-------------------------------------------------+------------------+
| Name             | Type    | Fingerprint                                     | Comment          |
+------------------+---------+-------------------------------------------------+------------------+
| nayeemb          | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeem@workspace |
| TEST             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| idRSA1           | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| IDRSA2           | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git_0 | ssh-rsa | 74:cd:23:64:1b:7f:98:fc:aa:47:f3:b6:46:1f:74:a2 | nayeembaig_git_0 |
| nayeembaig_git_1 | ssh-rsa | 98:f4:89:23:57:8b:81:f4:3c:00:a6:23:2f:ed:07:47 | nayeembaig_git_1 |
| nayeembaig_git_2 | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeembaig_git_2 |
| testidrsa        | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git   | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| testing          | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| ids2             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
+------------------+---------+-------------------------------------------------+------------------+
+------------+--------------------------------------------------+
| Name       | Keys                                             |
+------------+--------------------------------------------------+
| testGroup6 | ['nayeembaig_git_0', 'lmo', 'nayeemb',           |
|            | 'nayeembaig_git_2', 'TEST', 'ids2',              |
|            | 'nayeembaig_git_1', 'testidrsa']                 |
| testGroup7 | ['nayeemb', 'lmo']                               |
| testGroup  | ['nayeembaig_git_1', 'idRSA1', 'TEST']           |
| testGroup1 | ['nayeembaig_git_1', 'TEST', 'idRSA1']           |
+------------+--------------------------------------------------+



	cms key group list




(ENV3) nayeem@workspace:~$ cms key group list
+------------------+---------+-------------------------------------------------+------------------+
| Name             | Type    | Fingerprint                                     | Comment          |
+------------------+---------+-------------------------------------------------+------------------+
| nayeemb          | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeem@workspace |
| TEST             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| idRSA1           | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| IDRSA2           | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git_0 | ssh-rsa | 74:cd:23:64:1b:7f:98:fc:aa:47:f3:b6:46:1f:74:a2 | nayeembaig_git_0 |
| nayeembaig_git_1 | ssh-rsa | 98:f4:89:23:57:8b:81:f4:3c:00:a6:23:2f:ed:07:47 | nayeembaig_git_1 |
| nayeembaig_git_2 | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeembaig_git_2 |
| testidrsa        | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git   | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| testing          | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| ids2             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
+------------------+---------+-------------------------------------------------+------------------+
+------------+--------------------------------------------------+
| Name       | Keys                                             |
+------------+--------------------------------------------------+
| testGroup6 | ['nayeembaig_git_0', 'lmo', 'nayeemb',           |
|            | 'nayeembaig_git_2', 'TEST', 'ids2',              |
|            | 'nayeembaig_git_1', 'testidrsa']                 |
| testGroup7 | ['nayeemb', 'lmo']                               |
| testGroup  | ['nayeembaig_git_1', 'idRSA1', 'TEST']           |
| testGroup1 | ['nayeembaig_git_1', 'TEST', 'idRSA1']           |
+------------+--------------------------------------------------+



	cms key group delete –group=GROUPNAME NAME




(ENV3) nayeem@workspace:~$ cms key group delete --group=testGroup6 ids2
names:  ids2
Cloudmesh Database Update |################################| 1/1
(ENV3) nayeem@workspace:~$ cms key group list
+------------------+---------+-------------------------------------------------+------------------+
| Name             | Type    | Fingerprint                                     | Comment          |
+------------------+---------+-------------------------------------------------+------------------+
| nayeemb          | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeem@workspace |
| TEST             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| idRSA1           | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| IDRSA2           | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git_0 | ssh-rsa | 74:cd:23:64:1b:7f:98:fc:aa:47:f3:b6:46:1f:74:a2 | nayeembaig_git_0 |
| nayeembaig_git_1 | ssh-rsa | 98:f4:89:23:57:8b:81:f4:3c:00:a6:23:2f:ed:07:47 | nayeembaig_git_1 |
| nayeembaig_git_2 | ssh-rsa | 12:fe:dc:eb:48:4b:fd:d6:d2:60:1c:1e:a1:7a:a6:df | nayeembaig_git_2 |
| testidrsa        | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
| nayeembaig_git   | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| testing          | ssh-rsa | 3d:74:85:e7:2c:e6:26:48:a8:74:c6:fd:b8:de:23:3b | nayeem@workspace |
| ids2             | ssh-rsa | 7b:b0:ba:7b:f1:54:df:87:5c:ff:42:41:91:84:bc:98 | nayeem@workspace |
+------------------+---------+-------------------------------------------------+------------------+
+------------+--------------------------------------------------+
| Name       | Keys                                             |
+------------+--------------------------------------------------+
| testGroup6 | ['testidrsa', 'nayeembaig_git_0', 'lmo', 'TEST', |
|            | 'nayeembaig_git_2', 'nayeemb',                   |
|            | 'nayeembaig_git_1']                              |
| testGroup7 | ['nayeemb', 'lmo']                               |
| testGroup  | ['nayeembaig_git_1', 'idRSA1', 'TEST']           |
| testGroup1 | ['nayeembaig_git_1', 'TEST', 'idRSA1']           |
+------------+--------------------------------------------------+



	cms key group export –group=GROUPNAME –file=FILENAME




(ENV3) nayeem@workspace:~$ cms key group export --group=testGroup6 --file=/home/nayeem/export.txt
(ENV3) nayeem@workspace:~$ cat /home/nayeem/export.txt 


ssh-rsa hidden on purpose nayeem@workspace
ssh-rsa hidden on purpose
ssh-rsa hidden on purpose
ssh-rsa hidden on purpose
ssh-rsa hidden on purpose
ssh-rsa hidden on purpose nayeem@workspace




8.7 References


	https://github.com/cloudmesh/cloudmesh-cloud





8.8 Cloudmesh Compute Project for Google Cloud Platform (GCP) ☁️

Harshawardhan Pandit, fa19-516-169

🅾️ see the report.md file for others, they have links that you need to include

We cannot review your project without the links to your code and so on.


8.8.1 Abstract

Cloudmesh enables you to access multi-cloud environments such as AWS, Azure, Google, and OpenStack Cloudsvery easily. The purpose of this project is to implement identified features for the Google Cloud Platform. The two cloud interface will be implemented using:


	Google Cloud Platform

	AWS



Selected APIs will be added for the following features:


	Images

	Flavors

	Virtual machines

	Keys

	Security groups





8.8.2 Architecture


[image: Architecture]Architecture



8.8.3 APIs

Typical List of APIS to be developed may include in the follow categories:


8.8.3.1 VM


	start

	reboot

	stop

	resume

	suspend

	info

	status

	list

	create

	create_vm_parameters





8.8.3.2 Flavors


	flavors

	flavor





8.8.3.3 image


	image





8.8.3.4 keys


	keys

	key_uplo

	key_delete





8.8.3.5 Security groups


	ssh

	get_resource_group

	set_server_metadata

	delete_server_metadata

	list_secgroups

	list_secgroup_rules

	add_secgroup

	add_secgroup_rule

	remove_secgroup

	upoad_secgroup

	add_rules_to_secgroup

	remove_rules_from_secgroup






8.8.4 Technologies


	Python 3.7.4

	REST API

	Cloudmesh





8.8.5 Progress


8.8.5.1 Week of 22nd Sep


	Project Definition and approval





8.8.5.2 Week of 7th Oct


	Rest API ramp up





8.8.5.3 Week of 14th Oct


	Cloudmesh Installation on Windows. Solving the laptop issues and finally succeeded in Cloudmesh installation on Windows 10 environment.





8.8.5.4 Week of 21st Oct


	Study of existing Cloudmesh Compute Project/source code structure.

	Initial Architecture Diagram (In Progress).

	Listing down potential APIs for Cloudmesh Compute GCP Interface.

	Initial study of Compute Engine API from Google.

	Creation of WBS. Plan.






8.8.6 Work Breakdown Structure

This is intended WBS and schedule. This can change as we proceed as the proposed plan below and will evolve.


	Week of 28th Oct: Architecture, Design finalization.

	Week of 4th Nov:




	API signature definition and scope freeze (This should define how many APIs will be)

	Environment creation and Code Framework Creation (Skeleton, stub and dummy test cases)




	Week of 11th Nov: Selected APIs for VM

	Week of 18th Nov: Selected APIs for Image

	Week of 25th Nov: Selected APIs for Security

	Week of 2nd Dec:


	Buffer

	Documentation completion

	Pending PyTest (if any) completion








8.8.7 Results



8.8.8 Benchmark

TBD Benchmarking will be added as the interfaces are defined



8.8.9 Testing

TBD Pytests will be added to the interfaces, as the APIs are developed.



8.8.10 References


	https://cloudmesh.github.io/cloudmesh-manual/projects/project-compute.html

	https://github.com/cloudmesh/cloudmesh-cloud/tree/master/cloudmesh/compute






8.9 NIST AI SERVICE


8.9.1 AI REST Services using Open API ☁️

Sahithi Ancha, sancha@iu.edu, fa19-516-174


8.9.1.1 Issues


	does not leverage cloudmesh you make your life to complex without it dockerfile is questionable as mount or git clone not used (either one, but the way you do the copy is not appropriate, as you can not easily develop in your container and you make life to comples


	docker mongo db container has security flaw as it does not set up admin user, look at cloudmesh cmsd developed by TA. As he may not have completed this this may be a reason for you to justify an incomplete. E.g. his task was to deliver this some month back. I am not sure if its usable at thsi time. he claims it is. Last friday it was unclear. Get appointment with Ta to make sure this runs on your computer.


	dnspython is somehow internally used by something, but is not automatically installed for some reason. this is used for the mongodb uri. This has to be further invertigated, as we shoudl not have to explicitly include this in the requiremnts. I may be wrng on thsi (Gregor)






8.9.1.2 Abstract

🅾️ this is not the aim its an example of our aim, you did not understand the large picture

We try to develop an AI-service for the logistic regression functionality via two methods, namely Scikit-Learn and Keras. The user inputs a file which is saved to the MongoDB database. Then we retrieve the same file and perform logisctic regression on it according to the user input, i.e., based on the service the user specifies.



8.9.1.3 Introduction

We first connect to the MongoDB database via the server file which also directs us to the Open Api scpecification which contains the endpoints for the user to access. I created a seperate python file to make uploading files by the user much easier. The uploaded file that is in the ‘.csv’ format is converted to json and then uploaded to the database. When the user indicates that they want to fit and predict based on the dataset they provide, this same file is retrieved and then processed in order to fit a logistic regression model, predict values and also print out the accuracy score.

To connect to the MongoDB database, I used cloudmesh -> mongo -> cmdatabase. Also, I can upload any file in the same directory with ease but if it’s in a different folder, this upload function does not work and I have to fix it.

Additionally, I also have a seperate Image classification API that is based on Keras. A pretrained model - ResNet 50 is used for this. An image is simply uploaded by the user. This image is initially stored on the database, retrieved and processed on request and the top three predictions for that particular image are returned as an output to the user.

To-do:


	I’m trying to figure out how to convert the json file back into a csv file before proscessing it. Alternatively, i’m also trying to save the csv file as it is without changing its format so that it’s easier to retrieve and process.


	I got the part of returning values after fitting them wrong and need to use Jsonify as Professor mentioned. While my program can fit and predict with an average accuracy score, I need to find a better way to pass the values returned from fit to the predict function.)






8.9.1.4 Design


8.9.1.4.1 Architecture


[image: Figure 51: Architecture]Figure 51: Architecture




8.9.1.5 Implementation


8.9.1.5.1 Technologies Used


	cloudmesh

	Python

	REST

	Open API

	Flask

	MongoDB






8.9.1.6 Results


8.9.1.6.1 Deployment Benchmarks



8.9.1.6.2 Application Benchmarks



8.9.1.6.3 Benchmark and Evaluation


	Access and use the AI services






8.9.1.7 Conclusion



8.9.1.8 References


	







8.10 DATAWAREHOUS


8.10.1 Muti-source Cloud-based Datawarehouse ☁️

Deepak Deopura fa19-516-168

Gregor von Laszewski (due to higher than usual guidance)

🅾️ Dec 24


	progress unclear

	report.md is messy and I am confused what the project is about

	remove old focus and clean up report while

	describe what Muti-source Cloud-based Datawarehouse is and why it is important

	do technology reserach to showcase datawarehouse products and compare them your original softawre shoudl likely be one of them. A table woudl be great if possible to compare them


	the current work is somewhat unclear, what you do and what not.

	the manual page includes an inssuficient interface to big table

	your write about 2 aws products, but they are not referred to from a univided commandline interface. IF that can not be done we need reasos. Howeverthat than woudl defeat your premisis fro your project.

	the command needs to be rewritten, should we , if we not use bigtable tech a and tech b develop a unified interface including a commandline, and rest service that does the unification?




example as ssume wa have a servic A runnning on aws, B Google, C Azure, all of them have different apis and command interfaces

We tan develop

  X.Provider.py
  X.A.Provider.py -> interfaces to A
  X.B.Provider.py -> interfaces to B
  X.C.Provider.py -> interfaces to B


How this is doen is provided as a detailed example in cloudmesh for compute and storage

Next you do this for your choice (remember I recommended initially to do a compute or storage provider, see abstract classes, thats what you have to come up with)

Than you can do an API, rest service and other interfaces

So first you have to define a command that works across all of the services lets call the command X X will need a docopts which you understand and have given ass google….

but what you need is

  X --service=google .... REST OF COMMNAD WHICH IS MOSTLY THE SAME FOR ALL ...


Now i can call

  X --service=A .... REST OF COMMNAD WHICH IS MOSTLY THE SAME FOR ALL ...
  X --service=B .... REST OF COMMNAD WHICH IS MOSTLY THE SAME FOR ALL ...
  X --service=C .... REST OF COMMNAD WHICH IS MOSTLY THE SAME FOR ALL ...



	the bigtable command is just letting meaccess an existing table, but does not allow to define one?


	starting from an API is easier than starting from a rest service, so i woudl first focus on the API


	the project as is needs to be much more refined before any development effort is spend


	you are allowed to switch topic to for example google compute provider but you seem to have spend some time on understanding the above, but i can not tell what is there and wht is not, it may be you have everything layed out and know what you need to do




If you do not do datawarehouse it can be replaced with any other thing

  cloudmesh/datawarehouse/
     ProviderAPC.py
     google/Provider.py
     aws/Provider.py
     azure/Provider.py
     azure/Provider.py
     serviceA/Provider.py
     command/
        datawarehouse.py


The command can be generated with cms sys command generate datawarehouse


	To add the rest service you likely want

cloudmesh/datawarehouse/rest/...





But it may be likely that you dont get to that point if the Providers turn out to be difficult to abstract

🅾️ progress unclear

🅾️ use proper spaces after ,

Gregor thought originally 2 differnt databases are on the data sources but that may not be the case ??? as clarification was done by student he does only file based data sources.

student will correct this in writeup. remember students form class have implemented various things in different clouds that can be leveraged, you will have to develop likely one that is not yet done plus what you do in this project. you can start with what students have implemented, look at awss3 provider, google, azure are forthcomming, local was notyet don, which you should use ;-) as this would allow you to simulate the data warehouse locally as well as the db, thus speeding up your development due to limited time

🅾️ please learn markdown

🅾️ this project has significant issues as technology such as snowflake is use that does not provide a free tier. The 30 day free licensises is insufficient. Please chose a different technology for testing. However you can in addition to some other artifact certaily use snowflake, but it can ot be your main objective. When reading your comment you actually do understand the issue …. Maybe you can use MariaDB or something like that. Also remember you need to technically compare streaming vs backu and upload. What we found n AWS is that streaming for data takes 45 min while backing up and reload 2 minutes …. however we have not spend any time optimiszing this. This is storing images from aws into our cloudmesh mongodb


8.10.1.1 Abstract

⭕ I am confused, why is this here, decide for one project and focus on that and remove things not relevant for the project.


	AWS to/from Azure data transfer using APIs.

	Extended version can be push data in SQL base warehouse (for example snowflake warehouse. It may be out of scope for now for this project purpose.





8.10.1.2 New Abstract


	Connect ot Azure synapse data warehouse and use cm commands to interact with it

	Azure sysapse scale-up/scale-out using command

	Read /write data in Azure synapse database using files





8.10.1.3 Objective

⭕ I am confused, why is this here, decide for one project and focus on that and remove things not relevant for the project.

Develop APIs to transfer file data from AWS and Azure to cloud hosted database in AWS(MariaDB).



8.10.1.4 New Objective

Develop APIs to interact with Google Bigquery data warehouse



8.10.1.5 Motivation

🅾️ come up with a real motivation not just replication of snowflake

use NIST OpenAPI specification for formulation abstract data ware housing services


	🅾️ Learn about various data warehouse solution provided by major cloud provide (AWS,Azure,Google)

	🅾️ Learn to work with cloud base datawarehouse and interaction with datawarehouse from cloud or local machine

	🅾️ Learn about Open APIs

	🅾️ Understand data flow from/to datawarehouse, cloud and local



🅾️ showcase on an application



8.10.1.6 Terminology

🅾️ integrate this in a consitent section and not just an FAQ

what is data warehouse?

Data warehouse is used to collect data from multiple source system including RDBMS, transaction system, files and and process data for analytical and decision support system. datawarehose is used for business reporting, historical data analysis, dashboarding for better decision support.

what is different to rdbs ? RDBMS is relational database to support and record transaction.

what is difference to ???

Data warehouse purpose is to support analytics and reporting and does not need real time data. It is optimized for data querying. data is collected from multiple sources and processed to have single point of truth of data. Data model is mostly denormalized to have efficient query time. Transaction database purpose is to to record data transaction and it is optimized for insert/update then querying data. data model is highly normalized and data processing is real time.

🅾️ what is NIST BDRA and how does it fit in this project



8.10.1.7 Releated Technologies

Snowflake:

🅾️ done use the word project, work or term such as “cloudmesh datawarehouse” is much better

🅾️ do not use the word I this is not an experience report but a real report

Motivation of this project is from Snowflake cloud warehouse (https://www.snowflake.com) . I am using snowflake cloud base warehouse form some of my clients. Snowflake is currently providing most of their services in AWS. They are also increasing their footprint in Azure and will soon start on Google cloud. I would like to use this project opportunities when there are multiple clouds in an organization and they want to build warehouse based on various data sources across clouds.

There are likely others


	🅾️ what is aws doing or not? AWS data warehouse solution is AWS Redshift


	🅾️ what is azure doing or not? Azure Synapse Analytics isn sql base data

	warehouse and analytics solution by Azure


	🅾️ what is google doing? BigQuery by Goolge cloud solution for data

	warehouse




🅾️ how does streaming contrast this effort?



8.10.1.8 Architecture

🅾️ Definition of an OPenAPI for datawarehousing Programmatically control warehouse clusters, scale up and scale out of machines and perform database administration, DDL and DML commands. Limitations

Are there existing efforts?

TBD



8.10.1.9 Cloudbased datawareouse solution comparison

🅾️ dont write what can be done but what we do

Datawarehouse solution 🅾️ can be compared based on some of following parameters * Ability to scale up or scale out without affecting data. So that datawarehouse can be scale up for high load data job or scale out to support concurrent jobs * Independent of storage and compute * Type of supported data like structural, JSON, semi structured, unstructured * SQL and other support for easiness to query data



8.10.1.10 Technology


	AWS

	Azure

	Python

	Cloudmesh storage and databse

	NIST Cloudmesh Database abstraction (done by other student of this class Harsha, look up report)

	NIST REST API




8.10.1.10.1 OpenAPI

TBD link to spec



8.10.1.10.2 Server API


	specify the operationID’s

	specify how to run

	implement for 2 database technologies as it otherwise does not make sense


	as students have likely figured out how to start databases on various cloud you also have to show how to host the database on the cloud (this last step may prevent you from completing in time, as it requires some experimenting on your part, but as you said you have experience, this should not be an issue.






8.10.1.10.3 Manual

Describe how to run while making as much as possible automated e.g. cms sys command generate … (excersie from class)

🅾️ thisi s not abstract but a concrete interface, compare with more technologies that are similar across providers and properly interface. –service seems a needed adition, that needs to be integrated with config=Config()

🅾️ maybe i ma wrong but how do you create and interact with the data, e.g. this seems to be absed on existing data, but what is than the advantage of having this command, its a bit unclear. the command woudl make sense if you have multicloud or multiservice interfaces or both, this seems not to be it.

    Usage:
    googlebigquery create [DATASET_ID] [PROJECT_ID]
    googlebigquery list [PROJECT_ID]
    googlebigquery delete [DATASET_ID] [PROJECT_ID]
    googlebigquery listtables PROJECT_ID DATASET_ID
    googlebigquery loadtable SOURCE PROJECT_ID DATASET_ID [TABLE_ID]
    googlebigquery exporttable SOURCE PROJECT_ID DATASET_ID [TABLE_ID]
    googlebigquery runquery PROJECT_ID DATASET_ID [TABLE_ID] [QUERY_TXT]
    googlebigquery listjob [PROJECT_ID]


    Arguments:
        DATASET_ID              The Google bigquery dataset id.
        PROJECT_ID              The google big query project id
        TABLE_NAME              The name of the table
        JOB_ID                  The job id in bigquery
        SOURCE                  Local file which need to be load into bigquery table

    Description:
        googlebigquery create [DATASET_ID] [PROJECT_ID]
            Create a dataset in given project

        googlebigquery list [PROJECT_ID]
            List all datasets present in given project_id

        googlebigquery delete [DATASET_ID] [PROJECT_ID]
            Delete dataset from given project

        googlebigquery listtables PROJECT_ID DATASET_ID
            List all tables from given dataset and project

        googlebigquery loadtable SOURCE PROJECT_ID DATASET_ID [TABLE_ID]
            Lod source file into given table

        googlebigquery runquery PROJECT_ID DATASET_ID [TABLE_ID] [QUERY_TXT]
            run given QUERY_TXT
        
        googlebigquery listjob [PROJECT_ID]
        List all jobs present in given project_id





8.10.1.11 Testing

🅾️ develop pytests that automate testing you prg and service work, best done with kubernetes as you do have windows.

🅾️ do benchmarks also with various size of data

🅾️ so you need lots of tests and some minor benchmarks



8.10.1.12 benchmarks

variable: cloudmesh storage providers: local, azure, aws, google (box) variable: data size: figure out what impact datasize has ??? variable: where to place the datawarese: local ???, aws warehose???, aws maridb??? ????

use case: is there a usecase that we can use that is not from your company? Maybe something we can simulate, with files.

Some of use cases of cloud based data warehouse * Use cloud scale up to run heavy data load job * Use scale out to support multiple queries from user for better performance * Able to programmatically control data warehouse based on job size and load on system

Evaluate what this does:


	https://github.com/cloudmesh/cloudmesh-redshift (what is this,)



This package is used to interact with AWS redshift data warehouse. It is used to externally interact with redshif cluster, increase size of cluster, rename cluster, change password etc. It also allow used to do basic DDL and DML operation on database hosted on redshift. I think objective of my project can be slightly changed to interact with Azure data warehouse. We have implementation in cloudmesh for storage, compute, database. We can similarly have implementation for all datawarehouse services provided by different cloud provide. As redshift is already implementated so my project can be focused to include Azure data warehouse in cloudmesh bundle. We can build cloudmesh package for datawarehose from various cloude provide ( similar to cloudmesh-storage, cloudmesh-compute etc)



8.10.1.13 Progress


	Installed cloudmesh on Windows 10

	Created cloud account on AWS, AZURE and Google

	Compared various data warehouse solution provided by major clod provider (AWS redshift,Azure-Synapse,Google-BigQuery)

	Created sample data base on BigQuery,Azure Synapse and AWS red shift

	Checked for Python libraries require to connect to BigQuery, Redshift and Azure warehouses

	Created functions to run queries from python





8.10.1.14 Reference


	https://docs.microsoft.com/en-us/azure/sql-data-warehouse/

	https://docs.aws.amazon.com/redshift/latest/mgmt/welcome.html

	https://cloud.google.com/bigquery/docs/







8.11 FORMAT


8.11.1 Creating the ePubs from source ☁️

In case you wish to create the ePub from source, we have included this section.

The creation of the book is based on bookmanager.

The easiest way is to use our Docker container as described in Section 8.11.1.1.


8.11.1.1 Docker

We recommend the docker creation method for


	Ubuntu

	Windows 10

	macOS




8.11.1.1.1 Using OSX

The easiest way to create a system that can compile the book on macOS, is to use a docker container. To do so, you need first to install Docker on macOS while following the simple instructions at


	https://docs.docker.com/docker-for-mac/install/



Once you have docker installed, you can follow the instructions in Section 8.11.1.1.



8.11.1.1.2 Using the Docker Image

In case you have docker installed on your computer, you can create ePubs with our docker image. To create that image by hand, we have included a simple makefile. Alternatively, you can use our image from dockerhub if you like, it is based on Ubuntu and uses our Dockerfile.

First, you need to download the repository:

$ git clone https://github.com/cloudmesh-community/book.git
cd book


To open an interactive shell into the image, you say

$ make shell


The container image includes


	Python 3.7.4

	Pandoc 2.7.3

	pandoc-citeproc



Now you can skip to Section 8.11.1.4 and compile the book just as documented there.

Please note that we have not integrated pandoc-mermaid and pandoc-index at this time in our docker image. If you like to contribute them, please try it and make a pull request once you got them to work.

In case you want to create or recreate the image from our Dockerfile (which is likely not necessary, you can use the command

$ make image





8.11.1.2 Using the Native System

In case you like to use your native environment (which is typically faster than the container) you need to make sure you have an up to date environment.

Please note that you must have at least Pandoc version 2.5 installed as earlier versions do not work. We recommend that you use pandoc version 2.7.3 or newer. We recommend that you use Python version 3.7.4 or newer to run the scripts needed to assemble the document. However, earlier versions of Python 3 may also work but are not tested. You can check the versions with

$ pandoc --version
$ python --version




8.11.1.3 Using Vagrant

In case you have installed vagrant on your computer which is available for macOS, Linux, and Windows 10, you can use our vagrant file to start up a virtual machine that has all software installed to create the ePub.

First, you need to download the repository:

$ git clone https://github.com/cloudmesh-community/book.git
$ cd book


Next, you have to create the virtual machine with

$ vagrant up


You can login to the VM with

$ vagrant ssh


The book folder is mounted in the VM and you can follow the instructions in Section 8.11.1.1.



8.11.1.4 Creating a Book

Once you have decided on one of the methods, you can create a book.

To create a book, you have first to check out the book source from GitHub with if you have not yet done so (for example if you were to use the docker container method):

git clone git@github.com:cloudmesh-community/book.git


Books are organized in directories. We currently have created the following directories

./book/books/cloud/
./book/books/big-data-applications/
./book/books/pi
./book/books/writing
./book/books/222
./book/books/516


To compile a book, go to the directory and make it. Let us assume you like to create the cloud book for cloud

$ git clone https://github.com/cloudmesh-community/book.git
$ cd book/books/cloud
$ make


To view it you say

$ make view


After you have done modifications, you need to do one of two things. In case you add new images you need to use

$ make


The structure of the books is maintained in the yaml file in the directory where you execute the make in. It typically has the form NAMEOFDIR.yaml. Simply do an ls in the directory to see its name or inspect the Makefile. You can add new chapters to the YAML file, but discuss this first with Gregor. Typically, we have for incoming or draft chapters a special draft book to make sure the integration is done smoothly first in the draft.



8.11.1.5 Publishing the Book to GitHub


[image: Warning] This task is only to be done by Gregor von Laszewski. You will not have to do this step.



To publish the book say

$ make publish




8.11.1.6 Creating Drafts

Drafts are maintained in the draft folder

$ cd book/books/cloud
$ make


We recommend that you use the following tools to clean up your files.


	mdl - markdownlint to cleanup your markdown

	biber - to cleanup your bibtex file



We still only use bibtex and not biblatex, but can use biber for doing some verification. Once you have installed them, you can verify your documents with

mdl filename.md
biber -V -tool filename.bib


Please remember that we have many thousands of references in our bib folder, so before you add a duplicate entry, please check in that folder. An easy way to do this is to use jabref loading the bibfiles.



8.11.1.7 Creating a New Book

Let us assume you like to create a new book. The easiest way to start is to copy from an existing book. However, make sure not to copy old files in dest. Let us assume you like to call the book gregor and you copy from the python directory.

You have to do the following.

$ cd book/books/python
$ make clean
$ cd ..
$ cp -r python gregor
$ cd ../gregor
$ mv python.yaml gregor.yaml


edit the Makefile and replace the NAME with gregor. make modifications to the table of contents in that YAML file and then compile with

$ make




8.11.1.8 Managing Images

In case you have added images to the book, they must be on the same level as your contribution, but in a directory called images. E.g.

./chapters/cloud/mydocument.md
./chapters/cloud/images/myimage.md


In the document, the image is then referred to as

![My imaage caption](images/myimage.md){#fig:cloud-myimage}


The label #fig:cloud-myimage must be unique in all of the documents. While adding the directory cloud before the image name, this is the case in our example.



8.11.1.9 Managing References

References are all managed in bibtex format while using pandoc-crosreff to cite them. There are many examples of the different entry types available in the bib directory. Do not duplicate entries, instead reuse them. Make sure you have a unique and meaningful label.




8.11.2 Notation ☁️

The material here uses the following notation. This is especially helpful if you contribute content, so we keep the content consistent.

If you like to see the details on how to create them in the markdown documents, you can to look at the file source while clicking on the cloud in the heading of the Notation section (Section 8.11.2). This brings you to the markdown text. However, to see it you still have to look at the raw content to see the details.

☁️ or [image: Github] ![Github](images/github.png)


If you click on the ☁️ or [image: Github] in a heading, you can go directly to the document in GitHub that contains the next content. This is convenient to fix errors or make additions to the content. The cloud is automatically added upon the inclusion of a new markdown file that includes in its first line a section header.



$


Content in bash is marked with verbatim text and a dollar sign

$ This is a bash text




[212]


References are indicated with a number and are included in the reference chapter [212]. Use it in markdown with [@las14cloudmeshmultiple]. References must be added to the references.bib file in BibTex format.



🅾️ or [image: No]


Chapters marked with this emoji are not yet complete or have some issue that we know about. These chapters need to be fixed. If you like to help us fixing this section, please let us know. Use it in markdown with :o2: or if you like to use the image with ![No](images/no.png).



[image: Video] REST 36:02


Example for a video with the ![Video](images/video.png) emoji. Use it in markdown with [![Video](images/video.png) REST 36:02](https://youtu.be/xjFuA6q5N_U)



[image: Presentation] Slides 10


Example for slides with the ![Presentation](images/presentation.png) emoji. These slides may or may not include audio.



[image: Audio] Slides 10


Slides without any audio. They may be faster to download. Use it in markdown with [![Presentation](images/presentation.png) Slides 10](TBD).



[image: Learning]


A set of learning objectives with the ![Learning](images/learning.png) emoji.



[image: Ok]


A section is release when it is marked with this emoji in the syllabus. Use it in markdown with ![Ok](images/ok.png).



[image: Question]


Indicates opportunities for contributions. Use it in markdown with ![Question](images/question.png).



[image: Construction]


Indicates sections that are worked on by contributors. Use it in markdown with ![Construction](images/construction.png).



[image: Smiley]


Sections marked by the contributor with this emoji ![Smiley](images/smile.png) when they are ready to be reviewed.



[image: Comment]


Sections that need modifications are indicated with this emoji ![Comment](images/comment.png).



[image: Warning]


A warning that we need to look at in more detail ![Warning](images/warning.png)



[image: Idea]


Notes are indicated with a bulb ![Idea](images/idea.png)



Other emojis


Other emojis can be found at https://gist.github.com/rxaviers/7360908. However, note that emojis may not be viewable in other formats or on all platforms. We know that some emojis do not show in Calibre, but they do show in macOS iBooks and MS Edge




This is the list of emojis that can be converted to PDF. So if you like a PDF, please limit your emojis to



:cloud: ☁️ :o2: 🅾️ :relaxed: ☺️ :sunny: ☀️ :baseball: ⚾️ :spades: ♠️ :hearts: ♥️ :clubs: ♣️ :diamonds: ♦️ :hotsprings: ♨️ :warning: ⚠️ :parking: 🅿️ :a: 🅰️ :b: 🅱️ :recycle: ♻️ :copyright: ©️ :registered: ®️ :tm: ™️ :bangbang: ‼️ :interrobang: ⁉️ :scissors: ✂️ :phone: ☎️


8.11.2.1 Figures

Figures have a caption and can be referred to in the ePub simple with a number. We show such a reference pointer while referring to Figure 52.


[image: Figure 52: Figure example [212]]Figure 52: Figure example [212]

Figures must be written in the md as

![Figure example [@las14cloudmeshmultiple]](images/code.png){#fig:code-example width=1in}


Note that the text must be in one line and must not be broken up even if it is longer than 80 characters. You can refer to them with @fig:code-example. Please note for numbering to work, figure references must include the #fig: followed by a unique identifier. Please note that identifiers must be unique and that identifies such as #fig:cloud or similar simple identifiers are a poor choice and will likely not work. To check, please list all lines with an identifier, such as. Also not that if the image is copied form the internet you must not use the http link, but you must copy the image into the images folder. In addition for these images you must create a bibtex entru to the source where this image originated from. This applies also to images that you reused in other papers of yours. However if you have created the image yoruslef and it is not just a redrawing of somone elses work, you do not need a citation.

$ grep -R "#fig:" chapters


and see if your identifier is genuinely unique.



8.11.2.2 Hyperlinks in the document

To create hyperlinks in the document other than images, we need to use proper markdown syntax in the source. This is achieved with a reference, for example, in sections headers. Let us discuss the reference header for this section, e.g., Notation. We have augmented the section header as follows:

# Notation {#sec:notation}

Now we can use the reference in the text as follows:

In @sec:notation we explain ...

It will be rendered as: In Section 8.11.2 we explain …



8.11.2.3 Equations

Equations can be written as

$$a^2+b^2=c^2$${#eq:pythagoras}

and used in text:

a2+b2=c2(1)a^2+b^2=c^2\qquad(1)

It will render as: As we see in Equation 1.

The equation number is optional. Inline equations just use one dollar sign and do not need an equation number:

This is the Pythagoras theorem: $a^2+b^2=c^2$

Which renders as:

This is the Pythagoras theorem: a2+b2=c2a^2+b^2=c^2.



8.11.2.4 Tables

Tables can be placed in the text as follows:

: Sample Data Table {#tbl:sample-table}

x   y   z
--- --- ---
1   2   3
4   5   42


As usual, make sure the label is unique. When compiling, it results in an error if labels are not unique. Additionally, there are several md table generators available on the internet and make creating table more efficient.
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